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#### Abstract

This thesis has been written under the supervision of my mentor dr. Vladimir Božin at the University of Belgrade in the academic year 2016. The topic of this thesis is quantum information theory, with special attention to quantum contract signing protocols. The thesis is divided into four chapters. Chapter 1 gives introduction to Quantum mechanics and necessary mathematical background. Chapter 2 is about quantum information theory. Quantum algorithms, including Schor's and Grover's, are described. Chapter 3 deals with classical contract signing, and cryptography. Also discussed is the RSA algorithm and BB84 quantum key distribution. Chapter 4 describes quantum signing protocol, and proves, among other things, asymptotic behavior for probability of cheating.
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## Abstrakt
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## Chapter 1

## Introduction to Quantum Mechanics

Quantum Mechanics is a theory which describes nature most closely. For our work, we need to introduce some basic notions from this theory, and first we need to review the relevant part of mathematics, and introduce notation which is standard in this context, but is more used by physicists than mathematicians.
In quantum mechanics ( QM ) vector space plays an important role because QM is a linear theory.

### 1.1 Linear Algebra

In this section we review some basic concepts from linear algebra, related with quantum mechanics. The literature used is [36, pg. 62-65],[5],[7, pg. 21], [4, pg. 199200],,[18, pg.61],[30], [1],[32], [44],[3].
The standard notation which is used for concepts from linear algebra in the study of quantum mechanics is summarized in following table:

| Symbol | Discribtion |
| :---: | :--- |
| $z^{*}$ | Complex conjugate of the complex number $z$. <br> $(1+i)^{*}=1-i$ |
| $\|\psi\rangle$ | Vector. Also known as a ket. |
| $\langle\psi\|$ | Vector dual to $\|\psi\rangle$. Also known as a bra. |
| $\langle\psi \mid \varphi\rangle$ | Inner product between the vectors $\|\varphi\rangle$ and $\|\psi\rangle$ |
| $\|\psi\rangle \otimes\|\varphi\rangle,\|\psi\rangle\|\varphi\rangle,\|\psi \varphi\rangle$ | Tensor product of $\|\psi\rangle$ and $\|\varphi\rangle$ |
| $\|\psi\rangle\langle\varphi\|$ | Outer product between $\|\psi\rangle$ and $\|\varphi\rangle$ |
| $B^{\otimes n}$ | $n$ fold tensor product of $B$ with itself |
| $B^{*}$ | Complex conjugate of the $B$ matrix. |
| $B^{T}$ | Transpose of the $B$ matrix. |
| $B^{\dagger}$ | Hermitian conjugate or adjoint of the $B$ matrix. <br> $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]^{\dagger}=\left[\begin{array}{ll\|}a^{*} & c^{*} \\ b^{*} & d^{*}\end{array}\right]$ <br> $\langle\psi\| B\|\varphi\rangle$ <br> $\|+\rangle$ |
| $\|-\rangle$ | Inner product between $\|\psi\rangle$ and $B\|\varphi\rangle$. <br> Equivalently, inner product between $B^{\dagger}\|\psi\rangle$ and $\|\varphi\rangle$. <br> $\sqrt{2}$$\|$$\frac{1}{\sqrt{2}}(\|0\rangle+\|1\rangle)$ |

### 1.1.1 Vector Space

Definition 1.1. A vector space $V$ is a set of objects called vectors (denoted by $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle, \ldots$ ) and a set of numbers called scalars (denoted by $\alpha, \beta, \gamma, \ldots$ ) with two operations, the operation "addition", denoted by " + ", and the operation "scalar multiplication", usually denoted by a dot ".". If the scalars are real numbers, we have a real vector space; if the scalars are complex numbers, we have a complex vector space. The set must be closed under vector addition and scalar multiplication.

Vector addition must have these properties:

- $\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle=\left|\psi_{2}\right\rangle+\left|\psi_{1}\right\rangle$;
- $\left|\psi_{1}\right\rangle+\left(\left|\psi_{2}\right\rangle+\left|\psi_{3}\right\rangle\right)=\left(\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle\right)+\left|\psi_{3}\right\rangle ;$
- There exists a unique zero vector $|0\rangle$ such that: $\left|\psi_{1}\right\rangle+|0\rangle=\left|\psi_{1}\right\rangle$;
- For any vector $\left|\psi_{1}\right\rangle$ there exists a unique vector $\left|-\psi_{1}\right\rangle$ such that:

$$
\left|\psi_{1}\right\rangle+\left|-\psi_{1}\right\rangle=|0\rangle
$$

Scalar multiplication must have these properties:

- It is distributive with respect to vector addition and scalar addition: $\alpha\left(\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle\right)=\alpha\left|\psi_{1}\right\rangle+\alpha\left|\psi_{2}\right\rangle$ and $(\alpha+\beta)\left|\psi_{1}\right\rangle=\alpha\left|\psi_{1}\right\rangle+\beta\left|\psi_{1}\right\rangle ;$
- It is associative with respect to ordinary scalar multiplication:

$$
\alpha\left(\beta\left|\psi_{1}\right\rangle\right)=(\alpha \beta)\left|\psi_{1}\right\rangle
$$

- Multiplication by the scalars 0 and 1 yields the expected: $0\left|\psi_{1}\right\rangle=|0\rangle$ and $1\left|\psi_{1}\right\rangle=\left|\psi_{1}\right\rangle$.

Usually, a vector space over $\mathbb{C}$ is called a complex vector space and a vector space over $\mathbb{R}$ is called a real vector space. We use complex vector space in quantum mechanics, and often call vectors "states".

Definition 1.2. A linear combination of a set of vectors $\left\{\left|\psi_{i}\right\rangle \mid 1 \leq i \leq n\right\}$ is given by

$$
\alpha_{1}\left|\psi_{1}\right\rangle+\alpha_{2}\left|\psi_{2}\right\rangle+\alpha_{3}\left|\psi_{3}\right\rangle+\cdots+\alpha_{n}\left|\psi_{n}\right\rangle
$$

where $\left\{\alpha_{i} \mid 1 \leq i \leq n\right\}$ is a set of complex coefficients .
Definition 1.3. A set of vectors $\left\{\left|\psi_{i}\right\rangle \mid 1 \leq i \leq n\right\}$ is linearly independent if no nontrivial linear combination (i.e. such that not all $\alpha_{i}$ are zero) is a zero vector, and we say that these vectors are linearly independent.

Definition 1.4. The dimension of a vector space is equal to the maximal number of linearly independent vectors.

Definition 1.5. A subspace $V_{0}$ of a vector space $V$ is a non-empty subset of V which satisfies the following two requirements:

- For any pair $\left|\phi_{1}\right\rangle,\left|\phi_{2}\right\rangle$ in $V_{0},\left|\phi_{1}\right\rangle+\left|\phi_{2}\right\rangle$ is in $V_{0}$;
- For any $\left|\phi_{1}\right\rangle$ in $V_{0}$ and any scalar $\alpha, \alpha\left|\phi_{1}\right\rangle$ is in $V_{0}$.

Definition 1.6. A spanning set for a vector space is a set of vectors $\left\{\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle, \ldots,\left|\psi_{n}\right\rangle\right\}$ such that any vector $|\psi\rangle$ in the vector space can be written as a linear combination $|\psi\rangle=\sum_{i} \alpha_{i}\left|\psi_{i}\right\rangle$ of vectors in that set.

Definition 1.7. Let $V$ denote a vector space and $S=\left\{\left|\phi_{1}\right\rangle,\left|\phi_{2}\right\rangle, \ldots,\left|\phi_{n}\right\rangle\right\}$ a subset of $V . \mathrm{S}$ is called $a$ basis for $V$ if the following is true:

1. $S$ spans $V$;
2. $S$ is linearly independent.

### 1.1.2 Hilbert Space

Definition 1.8. The inner product (also called scalar product or dot product) of two vectors $|\psi\rangle$ and $|\phi\rangle$ is a complex number, written $\langle\psi \mid \phi\rangle$, assigned to each pair of vectors and with the following properties:

- $\langle\psi \mid \phi\rangle=\langle\phi \mid \psi\rangle^{*} \quad$ (Hermitian symmetric);
- $\langle\psi \mid \psi\rangle \geq 0 \quad$ (nonnegative);
- $\langle\psi \mid \psi\rangle=0 \leftrightarrow|\psi\rangle=|0\rangle \quad$ (positive definite);
- $\langle\psi|(\alpha|\phi\rangle+\beta|\chi\rangle)=\alpha\langle\psi \mid \phi\rangle+\beta\langle\psi \mid \chi\rangle$.

Definition 1.9. The length of a vector $|\psi\rangle$ (also called the norm of $|\psi\rangle$ ) is equal the square root of $\langle\psi \mid \psi\rangle$ and is denoted by $|\psi|$.

In this way, given an inner product, the associated norm $|\cdot|$ on $V$ is defined by

$$
|x|=\sqrt{\langle x \mid x\rangle}
$$

and also, an associated metric can be defined by

$$
d(x, y)=|x-y|
$$

Definition 1.10. A set of non-zero vectors $\left\{\left|v_{1}\right\rangle,\left|v_{2}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ is said to be $m u-$ tually orthogonal if $\left\langle v_{i} \mid v_{j}\right\rangle=0$ for all $i \neq j$.
Note that if $|0\rangle$ and $|1\rangle$ are orthogonal vectors (notation we will use for qubits), then $\langle 0 \mid 1\rangle=\langle 1 \mid 0\rangle=0$.
The set is called orthonormal if additionally every vector in the set is a unit vector. Thus a set of vectors $\left\{\left|v_{1}\right\rangle,\left|v_{2}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\}$ is orthonormal if and only if:

$$
\left\langle v_{i} \mid v_{j}\right\rangle= \begin{cases}0 & \text { if } i \neq j \\ 1 & \text { if } i=j\end{cases}
$$

Definition 1.11. A vector space together with an inner product is called an inner product space or a pre-Hilbert space.

Proposition 1. ([25], Theorem 3 (Pythagorean Theorem)) If $x$ and $y$ are orthogonal vectors, then

$$
|x+y|^{2}=|x|^{2}+|y|^{2}
$$

Proof.

$$
\begin{aligned}
|x+y|^{2} & =\langle x+y \mid x+y\rangle \\
& =|x|^{2}+2\langle x \mid y\rangle+|y|^{2} \\
& =|x|^{2}+|y|^{2}
\end{aligned}
$$

Definition 1.12. A sequence of elements $x_{n}$ of an inner product space with associated norm and metric is called a Cauchy sequence if, for every $\epsilon>0$, there exists an $n_{0}$ such that for all $k, m \geq n_{0},\left|x_{k}-x_{m}\right|<\epsilon$.

Definition 1.13. A Hilbert space $\mathcal{H}$ is a vector space with an inner product and associated norm and metric such that every Cauchy sequence in $\mathcal{H}$ has a limit in $\mathcal{H}$.

A pre-Hilbert space is a Hilbert space if and only if it is a complete normed space (i.e. a Banach space) under the norm associated with the inner product ${ }^{1}$.

A finite dimensional pre-Hilbert space is always a Hilbert space, and this is the case we will deal with mostly in this thesis.

### 1.1.3 Outer Product and Tensor Product

Definition 1.14. For a finite-dimensional vector space outer product between ket $|\psi\rangle$ and bra $\langle\phi|$ can be understood as:

$$
|\psi\rangle\langle\phi|=\left[\begin{array}{c}
\phi_{0} \\
\phi_{1} \\
\phi_{2} \\
\vdots \\
\phi_{n}
\end{array}\right]\left[\begin{array}{lllll}
\psi_{0} & \psi_{1} & \psi_{2} & \cdots & \psi_{n}
\end{array}\right]=\left[\begin{array}{ccccc}
\psi_{0} \phi_{0} & \psi_{0} \phi_{1} & \psi_{0} \phi_{2} & \ldots & \psi_{0} \phi_{n} \\
\psi_{1} \phi_{0} & \psi_{1} \phi_{1} & \psi_{1} \phi_{2} & \ldots & \psi_{1} \phi_{n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\psi_{n} \phi_{0} & \psi_{n} \phi_{1} & \psi_{n} \phi_{2} & \ldots & \psi_{n} \phi_{n}
\end{array}\right]
$$

Below, we list a few examples (using qubit notation for the standard basis of a two dimensional space, $\{|0\rangle,|1\rangle\})$ :

$$
\begin{aligned}
& |0\rangle\langle 0|=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \\
& |0\rangle\langle 1|=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \\
& |1\rangle\langle 0|=\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] \\
& |1\rangle\langle 1|=\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
\end{aligned}
$$

Definition 1.15. Tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ of Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ is a Hilbert space consisting of elements $|\psi\rangle \otimes|\phi\rangle$ (with $|\psi\rangle \in \mathcal{H}_{1}$ and $|\phi\rangle \in \mathcal{H}_{2}$ ) and their linear combinations. The operations in the space obey the following rules:

[^0]1. $\alpha(|\psi\rangle \otimes|\phi\rangle)=(\alpha|\psi\rangle) \otimes|\phi\rangle=|\psi\rangle(\alpha|\phi\rangle)$;
2. $\left(\left|\psi_{1}\right\rangle+\left|\psi_{2}\right\rangle\right) \otimes|\phi\rangle=\left|\psi_{1}\right\rangle \otimes|\phi\rangle+\left|\psi_{2}\right\rangle \otimes|\phi\rangle ;$
3. $|\psi\rangle \otimes\left(\left|\phi_{1}\right\rangle+\left|\phi_{2}\right\rangle\right)=|\psi\rangle \otimes\left|\phi_{1}\right\rangle+|\psi\rangle \otimes\left|\phi_{2}\right\rangle ;$
4. The inner product of two vectors $\left|\psi_{1}\right\rangle \otimes\left|\phi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle \otimes\left|\phi_{2}\right\rangle$ in $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is given by $\left\langle\psi_{1} \phi_{1} \mid \psi_{2} \phi_{2}\right\rangle=\left\langle\psi_{1} \mid \psi_{2}\right\rangle\left\langle\phi_{1} \mid \phi_{2}\right\rangle$.

Example 1.1. Consider tensor product of two qubits (vectors from two dimensional space):

$$
\left|\psi_{1}\right\rangle=\alpha_{1}|0\rangle+\beta_{1}|0\rangle \text { and }\left|\psi_{2}\right\rangle=\alpha_{2}|0\rangle+\beta_{2}|0\rangle
$$

Tensor product of $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ is:

$$
\begin{aligned}
\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle & \left.=\left(\left|\alpha_{1}\right| 0\right\rangle+\beta_{1}|1\rangle\right) \otimes\left(\alpha_{2}|0\rangle+\beta_{2}|1\rangle\right) \\
& =\alpha_{1} \alpha_{2}|00\rangle+\alpha_{1} \beta_{2}|01\rangle+\beta_{1} \alpha_{2}|10\rangle+\beta_{1} \beta_{2}|11\rangle
\end{aligned}
$$

where

$$
\begin{aligned}
|00\rangle & =|0\rangle \otimes|0\rangle \\
|01\rangle & =|0\rangle \otimes|1\rangle \\
|10\rangle & =|1\rangle \otimes|0\rangle \\
|11\rangle & =|1\rangle \otimes|1\rangle .
\end{aligned}
$$

Tensor product is also defined for matrices. For example, tensor product of the following two matrices $X=\left[\begin{array}{ll}x_{11} & x_{12} \\ x_{21} & x_{22}\end{array}\right]$ and $Y=\left[\begin{array}{ll}y_{11} & y_{12} \\ y_{21} & y_{22}\end{array}\right]$ is given by
$X \otimes Y=\left[\begin{array}{ll}x_{11} Y & x_{12} Y \\ x_{21} Y & x_{22} Y\end{array}\right]=\left[\begin{array}{llll}x_{11} y_{11} & x_{11} y_{12} & x_{12} y_{11} & x_{12} y_{12} \\ x_{11} y_{21} & x_{11} y_{22} & x_{12} y_{21} & x_{12} y_{22} \\ x_{21} y_{11} & x_{21} y_{12} & x_{22} y_{11} & x_{22} y_{12} \\ x_{21} y_{21} & x_{21} y_{22} & x_{22} y_{21} & x_{22} y_{22}\end{array}\right]$

### 1.1.4 Linear Operators

In this chapter, we will sometimes refer to vectors as "states" (for convenience and because of a later use in quantum mechanic application).

Definition 1.16. If $A$ is an operator mapping states to states, such that for arbitrary pair of states $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ and for any two complex numbers $c_{1}$ and $c_{2}$ :

$$
A\left(c_{1}\left|\psi_{1}\right\rangle+c_{2}\left|\psi_{2}\right\rangle\right)=c_{1} A\left|\psi_{1}\right\rangle+c_{2} A\left|\psi_{2}\right\rangle
$$

then $A$ is said to be a linear operator. More generally, a linear operator $A$ acts on a linear combination of states/vectors as follows:

$$
A\left(\sum_{i} c_{i}\left|\psi_{i}\right\rangle\right)=\sum_{i} c_{i} A\left(\left|\psi_{i}\right\rangle\right)
$$

Important linear operators on any vector space $V$ are the corresponding unit or identity operator, $I=I_{V}$ and the zero operator 0 . For the unit operator, $I_{V}|\psi\rangle=$ $|\psi\rangle$ for all vectors $|\psi\rangle$, and for the zero operator, $0|\psi\rangle=0$.

Definition 1.17. An operator $A$ is positive if $\langle\psi| A|\psi\rangle$ is real and

$$
\langle\psi| A|\psi\rangle \geq 0
$$

for any vector $|\psi\rangle$.
Definition 1.18. The Hermitian adjoint of operator $B$ is denoted by $B^{\dagger}$ and is defined by the following property:

$$
\langle\phi| B^{\dagger}|\psi\rangle=\langle\psi| B|\phi\rangle^{*} .
$$

To compute the Hermitian adjoint of any expression, we take the complex conjugate of all constants in the expression, replace all bras by kets and vice versa and replace operators by their adjoints. Also, just like transposition, Hermitian adjoint of a product reverses order, i.e. $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$. For matrices, Hermitian adjoint of a matrix is the complex conjugate of the transpose matrix.
Definition 1.19. The operator $B$ is Hermitian or self adjoint if it is equal to its Hermitian adjoint, i.e. if $B=B^{\dagger}$.
For example the Pauli operator $Y=-i|0\rangle\langle 1|+i|1\rangle\langle 0|$ is Hermitian, since $\quad Y^{\dagger}=$ $(-i|0\rangle\langle 1|+i|1\rangle\langle 0|)=-i|0\rangle\langle 1|+i|1\rangle\langle 0|=Y$.
Definition 1.20. The inverse of an operator $B$ is denoted by $B^{-1}$. This operator satisfies $B B^{-1}=B^{-1} B=I$, where $I$ is the identity operator.

Definition 1.21. An operator is said to be unitary if its adjoint is equal to its inverse. Unitary operators are often denoted using the symbol $U$. They satisfy

$$
U^{\dagger}=U^{-1} \longleftrightarrow U U^{\dagger}=U^{\dagger} U=I
$$

For example the Pauli operators are both Hermitian and unitary. Unitary operators preserve the inner (scalar) product:
Proposition 2. The inner product of $U|\phi\rangle$ and $U|\psi\rangle$ is the same as the inner product of $|\psi\rangle$ and $|\phi\rangle$.
Proof. $(U|\psi\rangle, U|\phi\rangle)=\langle\psi| U^{\dagger} U|\phi\rangle=\langle\psi| I|\phi\rangle=\langle\psi \mid \phi\rangle$
Definition 1.22. An operator $B$ is said to be normal if

$$
B^{\dagger} B=B B^{\dagger} .
$$

Unitary and Hermitian operators are examples of normal operators.
Example 1.2. If $A$ is Hermitian then the operator $e^{i A}$ is unitary.
Since:

$$
\begin{aligned}
e^{i A} & =I+i A+\frac{i^{2}}{2!} A^{2}+\cdots+\frac{i^{n}}{n!} A^{n}+\ldots \\
\left(e^{i A}\right)^{\dagger} & =I+(-i) A+\frac{(-i)^{2}}{2!} A^{2}+\cdots+\frac{(-i)^{n}}{n!} A^{n}+\ldots=e^{-i A}
\end{aligned}
$$

and

$$
e^{-i A} e^{i A}=I
$$

Definition 1.23. An operator $P$ is said to be a projector if

$$
P^{2}=P
$$

If $P$ is also Hermitian, then it is called an orthogonal projector.
Projectors act as identity operator on some subspace of the vector space. Orthogonal projectors map vectors orthogonal to all vectors in that space to zero.

Definition 1.24. A tensor product of two linear operators, $A$ acting on vector space $V$ and $B$ acting on vector space $W$, is the operator $A \otimes B$ acting on $V \otimes W$, so that

$$
A \otimes B(|\phi\rangle \otimes|\psi\rangle)=(A|\phi\rangle) \otimes(B|\psi\rangle)
$$

Definition 1.25. The trace of an operator $A$ on an $n$-dimensional space $\mathcal{H}$ is the sum of the diagonal elements of an operator:

$$
\operatorname{Tr}(A)=\sum_{i}^{n}\left\langle\psi_{i}\right| A\left|\psi_{i}\right\rangle
$$

for any orthonormal set of basis vectors $\left\{\left|\psi_{i}\right\rangle\right\}$
For any two operators $A$ and $B$ on a Hilbert space we have:

- $\operatorname{Tr}(\alpha A)=\alpha \operatorname{Tr}(A)$
- $\operatorname{Tr}(A+B)=\operatorname{Tr}(A)+\operatorname{Tr}(B)$
- $\operatorname{Tr}(A B)=\operatorname{Tr}(B A)$

Example 1.3. Lets compute trace of an operator expressed in the orthonormal basis $\{|0\rangle,|1\rangle\}$ as

$$
A=2 i|0\rangle\langle 0|+3|0\rangle\langle 1|-2|1\rangle\langle 0|+4|1\rangle\langle 1|
$$

We find the trace by computing

$$
\begin{aligned}
& \operatorname{Tr}(A)=\sum_{i}\left\langle\psi_{i}\right| A\left|\psi_{i}\right\rangle=\langle 0| A|0\rangle+\langle 1| A|1\rangle \\
\langle 0| A|0\rangle= & \langle 0|(2 i|0\rangle\langle 0|+3|0\rangle\langle 1|-2|1\rangle\langle 0|+4|1\rangle\langle 1|)|0\rangle \\
= & 2 i\langle 0 \mid 0\rangle\langle 0 \mid 0\rangle+3\langle 0 \mid 0\rangle\langle 1 \mid 0\rangle-2\langle 0 \mid 1\rangle\langle 0 \mid 0\rangle+4\langle 0 \mid 1\rangle\langle 1 \mid 0\rangle \\
= & 2 i\langle 0 \mid 0\rangle\langle 0 \mid 0\rangle+0=2 i \\
& \\
\langle 1| A|1\rangle= & \langle 1|(2 i|0\rangle\langle 0|+3|0\rangle\langle 1|-2|1\rangle\langle 0|+4|1\rangle\langle 1|)|1\rangle \\
= & 2 i\langle 1 \mid 0\rangle\langle 0 \mid 1\rangle+3\langle 1 \mid 0\rangle\langle 1 \mid 1\rangle-2\langle 1 \mid 1\rangle\langle 0 \mid 1\rangle+4\langle 1 \mid 1\rangle\langle 1 \mid 1\rangle \\
= & 4\langle 1 \mid 1\rangle\langle 1 \mid 1\rangle=4
\end{aligned}
$$

Hence the trace is $\langle 0| A|0\rangle+\langle 1| A|1\rangle=2 i+4$.

### 1.1.5 Eigenvalues and Eigenvectors

Definition 1.26. A state vector $|\psi\rangle$ is said to be an eigenvector (also called an eigenket or eigenstate) of an operator $A$ if the application of $A$ to $|\psi\rangle$ gives

$$
A|\psi\rangle=\lambda|\psi\rangle
$$

where $\lambda$ is a complex number, called an eigenvalue of $A$. This equation is known as the eigenvalue equation, or eigenvalue problem, for the operator $A$ (see [52]).

To find eigenvalues and eigenvectors for an operator $A$ represented as an $n$ by $n$ matrix, the first step in this process is using what is known as the characteristic equation. The characteristic equation for an operator A is defined to be $\operatorname{det} \mid A-$ $\lambda I \mid=0$ where $\lambda$ is an unknown variable, $I$ is the identity matrix and det denotes the determinant of the $n$ by $n$ matrix $A-\lambda I$.
The values $\lambda_{i}$ of roots (solutions) of the characteristic equation are the eigenvalues of the operator A.
To find the associated eigenvectors, we solve the equation $\left(A-\lambda_{i} I\right) v=0$; for $i=$ $1, \ldots n$.
The set of all eigenvectors for given eigenvalue $\lambda$ is called an eigenspace. When $\lambda$ is a simple zero of characteristic equation, i.e. nondegenerate eigenvalue, the eigenspace for $\lambda$ is one dimensional.
Eigenvalues of an operator are sometimes called the spectrum of that operator.
Now we give some proprieties of eigenvalues and eigenvectors for unitary and Hermitian operators (see [32]).
The eigenvalues and eigenvectors of a unitary operator satisfy the following:

- The eigenvalues of a unitary operator are complex numbers with modulus 1 .
- A unitary operator with nondegenerate eigenvalues has mutually orthogonal eigenvectors.

The eigenvalues and eigenvectors of a Hermitian operator also satisfy the following important properties:

- The eigenvalues of a Hermitian operator are real.
- The eigenvectors of a Hermitian operator corresponding to different eigenvalues are orthogonal.


### 1.1.6 The Commutator and Anti-commutator

For litereature for this part, see for instance [24].
Definition 1.27. The commutator of two operators is $[A, B]=A B-B A$. Two operators commute/are commutable if $[A, B]=0$.

Definition 1.28. The anti-commutator of two operators $A$ and $B$ is defined by

$$
\{A, B\}=A B+B A
$$

We say that $A$ anti-commutes with $B$ if $\{A, B\}=0$.

We have the following properties:

- Any operator commutes with itself:
$[A, A]=0$.
- The commutator of $\mathrm{A}, \mathrm{B}$ is the negative of the commutator of $\mathrm{B}, \mathrm{A}$ : $[A, B]=-[B, A]$.
- The commutator of two Hermitian operators is anti-Hermitian : $[A, B]^{\dagger}=(A B)^{\dagger}-(B A)^{\dagger}=B^{\dagger} A^{\dagger}-A^{\dagger} B^{\dagger}=-(A B-B A)=-[A, B]$.
- The anti-commutator of two Hermitian operators is Hermitian: $\{A, B\}^{\dagger}=(A B)^{\dagger}+(B A)^{\dagger}=B^{\dagger} A^{\dagger}+A^{\dagger} B^{\dagger}=B A+A B=\{A, B\}$.
- $\frac{[A, B]}{2}+\frac{\{A, B\}}{2}=\frac{A B-B A}{2}+\frac{A B+B A}{2}=A B$

Note that if $A$ and $B$ are Hermitian, and $|\psi\rangle$ is some state, then $\langle\psi|\{A, B\}|\psi\rangle$ is real and $\langle\psi|[A, B]|\psi\rangle$ is an imaginary number. So

$$
\begin{equation*}
\left.\left.|\langle\psi|\{A, B\}| \psi\rangle\left.\right|^{2}+|\langle\psi|[A, B]| \psi\right\rangle\left.\right|^{2}=4|\langle\psi| A B| \psi\right\rangle\left.\right|^{2} \tag{1.1}
\end{equation*}
$$

If two Hermitian operators acting on a finite dimensional Hilbert space commute, then there is a common orthonormal basis in which both are represented as diagonal matrices. This is not the case with the anticommuting operators.
In physics, non-commuting Hermitian operators are important, as they correspond to observables that cannot be measured at the same time. Note that since by the Cauchy-Schwartz inequality ${ }^{2}$, for Hermitian operators $\left.|\langle\psi| A B| \psi\right\rangle\left.\right|^{2} \leq$ $\langle\psi| A^{2}|\psi\rangle\langle\psi| B^{2}|\psi\rangle$, we have from (1.1) the following bound for the commutator of Hermitian operators:

$$
|\langle\psi|[A, B]| \psi\rangle\left.\right|^{2} \leq 4\langle\psi| A^{2}|\psi\rangle\langle\psi| B^{2}|\psi\rangle,
$$

which is related with the so called uncertainty principle of quantum mechanics for non-commuting observables.

### 1.2 Quantum Mechanics and State Spaces

In this section we will give a general and quick introduction to quantum mechanics, which is basis for the sequel.

In the early 20th century a new science known as quantum mechanics appeared, see [16, pg. 188]. It is a mathematical theory that can describe the behavior of objects that are roughly $10,000,000,000$ times smaller than a typical human being, typically of atomic size, describing for instance movement of electrons within atoms, see [39]. In this quantum world we need to forget everything we know about our daily experience: relation between action and reaction, reality, certainty and much more. Quantum mechanics is a separate science, it has its own rules and deals with physics which is impossible to explain in any classical way (for instance, the mentioned movement of electrons or photons within the atom).

[^1]
### 1.2.1 Postulates of Quantum Mechanics

In quantum mechanics a state space is a complex complete inner product space (i.e. Hillbert space that will be referred to as $\mathcal{H}$ ) corresponding to a physical system, and the following postulate holds (see[36, pp. 88-102],[35, pp. 80-83]):

Postulate 1: Associated to any isolated physical system is a complex Hilbert space known as the state space of the system. The system is completely described by its state vector, which is a unit vector in the system's state space.

For example an arbitrary state vector in a two dimensional state space can be written as $|\psi\rangle=a|0\rangle+b|1\rangle$ with $a, b \in \mathbb{C}$, and $|\psi\rangle$ must be a unit vector (i.e. $\langle\psi \mid \psi\rangle=1$ or $|a|^{2}+|b|^{2}=1$ ).
In general, a scalar multiple of a state vector by a number $\alpha$ with $|\alpha|=1$ represents the same physical "state".

Postulate 2: The evolution of a closed quantum system is described by a unitary transformation. That is, the state $\left|\psi_{1}\right\rangle$ of the system at time $t_{1}$ is related to the state $\left|\psi_{2}\right\rangle$ of the system at time $t_{2}$ by a unitary operator $U$ which depends only on the times $t_{1}$ and $t_{2}$,

$$
\left|\psi_{2}\right\rangle=U\left|\psi_{1}\right\rangle
$$

Example 1.4. Let $|\psi\rangle=1|0\rangle+0|1\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right]$, where $|0\rangle=\left[\begin{array}{l}1 \\ 0\end{array}\right], \quad|1\rangle=\left[\begin{array}{l}0 \\ 1\end{array}\right]$, $\langle 0|=\left[\begin{array}{ll}1 & 0\end{array}\right],\langle 1|=\left[\begin{array}{ll}0 & 1\end{array}\right]$ and $U=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$

We check that $U$ is unitary, i.e. that $U^{\dagger} U=I$ :

$$
\begin{aligned}
& U^{\dagger} U=\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=I \\
& \left|\psi_{2}\right\rangle=U\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{l}
1 \\
1
\end{array}\right]=\frac{1}{\sqrt{2}}|0\rangle+\frac{1}{\sqrt{2}}|1\rangle
\end{aligned}
$$

Postulate 2': The time evolution of a closed quantum system is described by Schrödinger equation:

$$
i \hbar \frac{d|\psi\rangle}{d t}=H|\psi\rangle
$$

where $\hbar$ is Planck's constant, and $H$ is a fixed Hermitian operator known as the Hamiltonian of the closed system.

Postulate 3: Quantum measurement is described by a set of operators $\left\{M_{m}\right\}$ acting on the state space of the system, where $m$ refers to the measurement outcomes that may occur in the experiment.
If the state of the quantum system is $|\psi\rangle$ immediately before the measurement, then the probability $p$ that result $m$ occurs is given by:

$$
p(m)=\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle
$$

The state of the system after the measurement is:

$$
\left|\psi^{\prime}\right\rangle=\frac{M_{m}|\psi\rangle}{\sqrt{\langle\psi| M_{m}^{*} M_{m}|\psi\rangle}}=\frac{M_{m}|\psi\rangle}{\sqrt{p(m)}}
$$

Furthermore the measurement operators satisfy the completeness equation:

$$
\sum_{m} M_{m}^{\dagger} M_{m}=I,
$$

where $I$ is the identity operator on $\mathcal{H}$. The completeness equation expresses the fact that probabilities sum to 1 :

$$
\sum_{m} p(m)=\sum_{m}\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle=\langle\psi \mid \psi\rangle=1
$$

Example 1.5. Consider measuring a qubit basis $\{|0\rangle,|1\rangle\}$, and suppose that state before measurement is a $|0\rangle\langle 0|+b|1\rangle\langle 1|$. Measurement operators are:

$$
\begin{aligned}
M_{0} & =|0\rangle\langle 0|=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \\
M_{1} & =|1\rangle\langle 1|=\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
\end{aligned}
$$

Measurement probabilities are:

$$
\begin{aligned}
& p(0)=\langle\psi| M_{0}^{\dagger} M_{0}|\psi\rangle=\langle\psi| M_{0}|\psi\rangle=\left[\begin{array}{ll}
a & b
\end{array}\right] \times\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \times\left[\begin{array}{l}
a \\
b
\end{array}\right]=|a|^{2} \\
& p(1)=\langle\psi| M_{1}^{\dagger} M_{1}|\psi\rangle=\langle\psi| M_{1}|\psi\rangle=\left[\begin{array}{ll}
a & b
\end{array}\right] \times\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \times\left[\begin{array}{l}
a \\
b
\end{array}\right]=|b|^{2}
\end{aligned}
$$

The possible states after measurement are:

$$
\begin{aligned}
& \frac{M_{0}|\psi\rangle}{\sqrt{p(0)}}=\frac{a|0\rangle}{\sqrt{|a|^{2}}}=\frac{a}{|a|}|0\rangle \\
& \frac{M_{1}|\psi\rangle}{\sqrt{p(1)}}=\frac{b|1\rangle}{\sqrt{|b|^{2}}}=\frac{b}{|b|}|1\rangle
\end{aligned}
$$

Postulate 4: The state space of a composite system consisting of $n$ components is the tensor product of the state spaces of the components. If the component
system $i$ has state $\left|\psi_{i}\right\rangle$ the composite system state is:

$$
|\psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \otimes \cdots \otimes\left|\psi_{n}\right\rangle
$$

### 1.2.2 Observables and Projective Measurements

In quantum mechanics, measurements are often expressed in terms of observables, which correspond to projective measurements.

Definition 1.29. Projective measurement is described by a Hermitian operator $\hat{A}$. It can be expressed as a sum

$$
\hat{A}=\sum_{m} \lambda_{m} P_{m},
$$

where each $\lambda_{m}$ is a real number, representing value of the observable corresponding to measurement outcome $m$, and each $P_{m}$ is an orthogonal projector. The corresponding measurement has measurement operators $M_{m}=P_{m}$.
Not all measurements are projective. For example, measurement with two outcomes and measurement operators $M_{1}=\frac{1}{\sqrt{2}} I, M_{2}=\frac{1}{\sqrt{2}} I$ is not projective. However, every measurement can be expressed as a projective measurement in a composite system, after some unitary transformation (see [36, ch. 2.2.8]).

### 1.2.3 Density Operator Representation of Mixed and Pure States

This section is based on [32].
Suppose we have a situation, where a physical system is in state $\left|\psi_{i}\right\rangle$ with probability $p_{i}$. This is called a classical mixture of quantum states $\left|\psi_{i}\right\rangle$, each with corresponding probability $p_{i}$.
It is represented by a so called density matrix of a mixture, defined by:

$$
\rho=\sum_{i=1}^{n} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|
$$

such that $\sum_{i} p_{i}=1$, where $n$ is the (arbitrary) number of terms in the mixture. We list several properties of the density operator:

- The density operator is Hermitian: $\rho=\rho^{\dagger}$;
- The density operator is positive: $\rho \geq 0$;
- The density operator is normalized: $\operatorname{Tr}(\rho)=1$.

Let's begin with the pure states, i.e. when there is only one state in the mixture. The density operator for pure state is $\rho=|\psi\rangle\langle\psi|$. A more general type of state is called mixed $\rho=\sum_{i}^{n} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, where $\left|\psi_{i}\right\rangle$ represent states as vectors, that are not necessarily orthogonal. The number $n$ could be anything, and is not limited by the dimension of $\mathcal{H}$. The $n$ numbers (or "weights") $p_{i}$ are nonzero and satisfy the relations $p_{i}>0 ; \sum p_{i}=1$ and, when $n>1, \operatorname{Tr}\left(\rho^{2}\right)<1^{3}$.
There are two simple tests to determine whether $\rho$ describes a mixed state or not:

[^2]- mixed state: $\rho^{2} \neq \rho$; pure state: $\rho^{2}=\rho$
- mixed state: $\operatorname{Tr}\left(\rho^{2}\right)<1$; pure state: $\operatorname{Tr}\left(\rho^{2}\right)=1$

Example 1.6. A system is found to be in the state

$$
|\psi\rangle=\frac{1}{\sqrt{5}}|0\rangle+\frac{2}{\sqrt{5}}|0\rangle
$$

The the density operator is

$$
\begin{aligned}
\rho=|\psi\rangle\langle\psi| & =\left(\frac{1}{\sqrt{5}}|0\rangle+\frac{2}{\sqrt{5}}|0\rangle\right)\left(\frac{1}{\sqrt{5}}\langle 0|+\frac{2}{\sqrt{5}}\langle 0|\right) \\
& =\frac{1}{5}|0\rangle\langle 0|+\frac{2}{5}|0\rangle\langle 1|+\frac{2}{5}|1\rangle\langle 0|+\frac{4}{5}|1\rangle\langle 1|
\end{aligned}
$$

In the $\{|0\rangle,|1\rangle\}$ basis the density matrix is

$$
[\rho]=\left[\begin{array}{ll}
\langle 0| \rho|0\rangle & \langle 0| \rho|1\rangle \\
\langle 1| \rho|0\rangle & \langle 1| \rho|1\rangle
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right]
$$

The trace is just the sum of the diagonal elements. In this case

$$
\operatorname{Tr}(\rho)=\frac{1}{5}+\frac{4}{5}=1
$$

Lets square the matrix:

$$
\rho^{2}=\left[\begin{array}{cc}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right]=\left[\begin{array}{ll}
\frac{1}{25}+\frac{4}{25} & \frac{2}{25}+\frac{8}{25} \\
\frac{2}{25}+\frac{8}{25} & \frac{4}{25}+\frac{12}{25}
\end{array}\right]=\left[\begin{array}{ll}
\frac{5}{25} & \frac{10}{25} \\
\frac{10}{25} & \frac{20}{25}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right]=\rho
$$

Since $\rho^{2}=\rho$, it follows that $\operatorname{Tr}\left(\rho^{2}\right)=1$ and this is a pure state.

### 1.2.4 Separable States and Entangled States

Suppose we have a composite system which consists of two subsystems, $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ (see [34, pp. 61-86][40] and [17]). We can divide state vectors into two groups: Entangled States: There is no $\left|\psi_{1}\right\rangle \in \mathcal{H}_{1},\left|\psi_{2}\right\rangle \in \mathcal{H}_{2}$ such that $|\psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$ Separable States: There exists $\left|\phi_{1}\right\rangle \in \mathcal{H}_{1},\left|\phi_{2}\right\rangle \in \mathcal{H}_{2}$ such that $|\phi\rangle=\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle$ So, a state vector $|\psi\rangle$ is called separable iff it can be written as $|\psi\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$, otherwise it is entangled.

- For example a pure separable state is

$$
|\psi\rangle=\frac{|00\rangle+2|01\rangle+|10\rangle+2|11\rangle}{\sqrt{10}}=\frac{|0\rangle+|1\rangle}{\sqrt{2}} \otimes \frac{|0\rangle+2|1\rangle}{\sqrt{5}}
$$

- Examples of pure entangled states are $\left|\phi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle \pm|11\rangle),\left|\psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle \pm$ $|10\rangle)$, called "Bell states" or "EPR states".

A mixed state $\rho$ is called separable (not entangled) iff it can be written as a convex combination of pure product states:

$$
\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \otimes\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|=\sum_{i} p_{i} \rho_{i}^{\psi} \otimes \rho_{i}^{\phi},
$$

where $\left|\psi_{i}\right\rangle \in \mathcal{H}_{1}$ and $\left|\phi_{i}\right\rangle \in \mathcal{H}_{2}$ are state vectors of subsystems 1 and 2 respectively, and numbers $p_{i}>0$ are such that $\sum_{i} p_{i}=1$

### 1.2.5 EPR and Bell State

Suppose we have a pair of photons with their polarization states (vertical and horizontal) represented by vectors in two dimensional Hilbert spaces with basis vectors $\left\{|0\rangle_{1},|1\rangle_{1}\right\}$ and $\left\{|0\rangle_{2},|1\rangle_{2}\right\}$ respectively, which is generated by a physical process of annihilation of electron and positron. This process will give an entangled state known as an EPR pair (also called a Bell state), represented as

$$
\begin{aligned}
\left|\psi^{-}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{1} \otimes|1\rangle_{2}-|1\rangle_{1} \otimes|0\rangle_{2}\right) \\
& =\frac{1}{\sqrt{2}}\left(|-\rangle_{1} \otimes|+\rangle_{2}-|+\rangle_{1} \otimes|-\rangle_{2}\right),
\end{aligned}
$$

where

Of the two photons, one will be measured by Alice, and another by Bob, and they are in distant laboratories receiving one photon each. Both can choose what to measure on their photons. Suppose we have 4 observables, $\hat{A}_{A}, \hat{R}_{A}, \hat{A}_{B}, \hat{R}_{B}$, where the lower index denotes Alice or Bob, and for each there is the "accept" observable ${ }^{4}$

$$
\hat{A}=1 .|1\rangle\langle 1|+0 .|0\rangle\langle 0|
$$

and the "reject" observable

$$
\hat{R}=1 .|+\rangle\langle+|+0 .|-\rangle\langle-| .
$$

Here $\{|+\rangle,|-\rangle\}$ will be the the "reject basis", $\{|0\rangle,|1\rangle\}$ will be the the "accept basis" that is being measured.
If both measure the same basis, they will get the opposite results, for instance if they measure the "accept" observable, and the result is $|1\rangle$ for Bob, result will be $|0\rangle$ for Alice (also if Alice gets $|0\rangle$ Bob will get $|1\rangle$ ). At the same time if Alice measures the "reject" observable she will know what Bob would get if he measured the "reject" observable. Since photons are distant, measurements of Bob (or Alice) on one photon should not influence local properties of the other photon. But by quantum mechanics, no one, neither Alice nor Bob, can measure both $\hat{A}$ and $\hat{R}$ at

[^3]the same time on their photons. But if Alice measures $\hat{A}$ and Bob measures $\hat{R}$ it seems that they have measured both in $\hat{A}$ and $\hat{R}$ for one particle, which is called Einstein-Podolsky-Rosen (EPR) paradox, see [36].

It turns out that EPR paradox can be made more explicit.
Let us denote $|1\rangle_{\phi}=\cos \phi|1\rangle+\sin \phi|0\rangle,|0\rangle_{\phi}=-\sin \phi|1\rangle+\cos \phi|0\rangle$ and consider the observable

$$
\hat{P}_{\phi}=1 .|1\rangle_{\phi}\left\langle\left. 1\right|_{\phi}+0 . \mid 0\right\rangle_{\phi}\left\langle\left. 0\right|_{\phi},\right.
$$

representing measurement of polarization for axes rotated by angle $\phi$. Note that $\left\{|0\rangle_{\phi},|1\rangle_{\phi}\right\}$ is a basis of our Hilbert space. For $\phi=0$ we get $|0\rangle,|1\rangle$ respectively for $|0\rangle_{\phi},|1\rangle_{\phi}$ and for $\phi=\pi / 4$ we get $|-\rangle,|+\rangle$ respectively for $|0\rangle_{\phi},|1\rangle_{\phi}$, so $\hat{P}_{0}=\hat{A}, \hat{P}_{\pi / 4}=\hat{R}$.

It can be checked that for all $\phi,\left|\psi^{-}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{\phi} \otimes|1\rangle_{\phi}-|1\rangle_{\phi} \otimes|0\rangle_{\phi}\right)$.
If Alice measures polarization angle $\alpha$ and Bob measures angle $\beta$ on $\left|\psi^{-}\right\rangle$, and Alice gets $i, i \in\{0,1\}$ and Bob gets $j, j \in\{0,1\}$
probability of that event is

$$
\left.\left|\left\langle\psi^{-} \mid i\right\rangle_{\alpha} \otimes\right| j\right\rangle\left._{\beta}\right|^{2} .
$$

But Alice's result for angle $\beta$ would be opposite of Bob's. So for Alice's photon to have polarization 1 for angle $\alpha$ and 1 for angle $\beta$ probability is $\mid\left\langle\left.\psi^{-}\left(|1\rangle_{\alpha} \otimes|0\rangle_{\beta}\right)\right|^{2}\right.$, and have polarization 1 for $\alpha$ and 0 for $\beta$ probability is $\mid\left\langle\left.\psi^{-}\left(|1\rangle_{\alpha} \otimes|1\rangle_{\beta}\right)\right|^{2}\right.$.

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|1\rangle_{\beta}\right)\right|^{2}= & \left\lvert\,\left(\frac{\langle 0| \otimes\langle 1|-\langle 1| \otimes\langle 0|}{\sqrt{2}}\right) \times\right. \\
& \left.((\cos \alpha|1\rangle+\sin \alpha|0\rangle) \otimes(\cos \beta|1\rangle+\sin \beta|0\rangle))\right|^{2}
\end{aligned}
$$

Using notation $|0\rangle \otimes|1\rangle=|01\rangle$ etc, we have

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|1\rangle_{\beta}\right)\right|^{2}=\mid & \left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \\
& \times(\cos \alpha \cos \beta|11\rangle+\cos \alpha \sin \beta|10\rangle \\
& +\sin \alpha \cos \beta|01\rangle+\sin \alpha \sin \beta|00\rangle)\left.\right|^{2} \\
=\mid & \left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \cos \alpha \cos \beta|11\rangle+\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \cos \alpha \sin \beta|10\rangle \\
& +\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \sin \alpha \cos \beta|01\rangle+\left.\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \sin \alpha \sin \beta|00\rangle\right|^{2} \\
=\mid & \frac{1}{\sqrt{2}}(\cos \alpha \cos \beta\langle 01 \mid 11\rangle-\cos \alpha \cos \beta\langle 10 \mid 11\rangle \\
& +\cos \alpha \sin \beta\langle 01 \mid 10\rangle-\cos \alpha \sin \beta\langle 10 \mid 10\rangle \\
& +\sin \alpha \cos \beta\langle 01 \mid 01\rangle-\sin \alpha \cos \beta\langle 10 \mid 01\rangle \\
& +\sin \alpha \cos \beta\langle 01 \mid 00\rangle-\sin \alpha \cos \beta\langle 10 \mid 00\rangle)\left.\right|^{2}
\end{aligned}
$$

Now we apply orthonomality of our basis to get:

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|1\rangle_{\beta}\right)\right|^{2} & =\left|\frac{\cos \alpha \sin \beta-\sin \alpha \cos \beta}{\sqrt{2}}\right|^{2} \\
& =\left|\frac{-(\sin \alpha \cos \beta-\cos \alpha \sin \beta)}{\sqrt{2}}\right|^{2} \\
& =\left|\frac{-(\sin (\alpha-\beta))}{\sqrt{2}}\right|^{2} \\
& =\frac{\sin ^{2}(\alpha-\beta)}{2}
\end{aligned}
$$

Now we apply the same steps for $\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|0\rangle_{\beta}\right)\right|^{2}$ :

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|0\rangle_{\beta}\right)\right|^{2}= & \left\lvert\,\left(\frac{\langle 0| \otimes\langle 1|-\langle 1| \otimes\langle 0|}{\sqrt{2}}\right) \times\right. \\
& \left.((\cos \alpha|1\rangle+\sin \alpha|0\rangle) \otimes(-\sin \beta|1\rangle+\cos \beta|0\rangle))\right|^{2}
\end{aligned}
$$

Using notation $|0\rangle \otimes|1\rangle=|01\rangle$ etc, we have

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|0\rangle_{\beta}\right)\right|^{2}=\mid & \left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \\
& \times(-\cos \alpha \sin \beta|11\rangle+\cos \alpha \cos \beta|10\rangle \\
& -\sin \alpha \sin \beta|01\rangle+\sin \alpha \cos \beta|00\rangle)\left.\right|^{2} \\
=\mid & -\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \cos \alpha \sin \beta|11\rangle+\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \cos \alpha \cos \beta|10\rangle \\
& -\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \sin \alpha \sin \beta|01\rangle+\left.\left(\frac{\langle 01|-\langle 10|}{\sqrt{2}}\right) \sin \alpha \cos \beta|00\rangle\right|^{2} \\
=\mid & \frac{1}{\sqrt{2}}(-\cos \alpha \sin \beta\langle 01 \mid 11\rangle+\cos \alpha \sin \beta\langle 10 \mid 11\rangle \\
& +\cos \alpha \cos \beta\langle 01 \mid 10\rangle-\cos \alpha \cos \beta\langle 10 \mid 10\rangle \\
& -\sin \alpha \sin \beta\langle 01 \mid 01\rangle+\sin \alpha \sin \beta\langle 10 \mid 01\rangle \\
& +\sin \alpha \cos \beta\langle 01 \mid 00\rangle-\sin \alpha \cos \beta\langle 10 \mid 00\rangle)\left.\right|^{2}
\end{aligned}
$$

Now we apply orthonomality of our basis to get:

$$
\begin{aligned}
\mid\left.\left\langle\psi^{-}\right|\left(|1\rangle_{\alpha} \otimes|0\rangle_{\beta}\right)\right|^{2} & =\left|\frac{\cos \alpha \cos \beta+\sin \alpha \sin \beta}{\sqrt{2}}\right|^{2} \\
& =\left|\frac{\cos (\alpha-\beta)}{\sqrt{2}}\right|^{2} \\
& =\frac{\cos ^{2}(\alpha-\beta)}{2}
\end{aligned}
$$

Figure 1.1: Bell inequality for Alice's photon


From the figure (1.1) we see that the following formula (special case of Bell inequalities) should hold for Alice's photon ( $\hat{p}_{\theta}$ denotes what would outcome be on Alice's photon if observable $\hat{P}_{\theta}$ were measured):

$$
\operatorname{prob}\left(\hat{p}_{\theta_{1}}=1, \hat{p}_{\theta_{2}}=1\right)+\operatorname{prob}\left(\hat{p}_{\theta_{2}}=0, \hat{p}_{\theta_{3}}=1\right) \geq \operatorname{prob}\left(\hat{p}_{\theta_{1}}=1, \hat{p}_{\theta_{3}}=1\right)
$$

But setting $\theta_{1}=0, \theta_{2}=\pi / 3$ and $\theta_{3}=\pi / 4$ we get that it does not hold, since

$$
\begin{gathered}
\operatorname{prob}\left(\hat{p}_{0}=1, \hat{p}_{\pi / 3}=1\right)+\operatorname{prob}\left(\hat{p}_{\pi / 3}=0, \hat{p}_{\pi / 4}=1\right)=\left(\cos ^{2}(\pi / 3)+\sin ^{2}(\pi / 12)\right) / 2 \\
\operatorname{prob}\left(\hat{p}_{0}=1, \hat{p}_{\pi / 4}=1\right)=\cos ^{2}(\pi / 4) / 2
\end{gathered}
$$

but $\cos ^{2}(\pi / 4)>\cos ^{2}(\pi / 3)+\sin ^{2}(\pi / 12)$. In this way, we see that naive interpretation of photons having "local" properties does not hold in quantum mechanics, and this can be shown by a simple (in principle) experiment.

## Chapter 2

## Quantum Information Theory

Quantum information theory deals with specific aspects of quantum mechanics, and has played an important role in science in the last 20 years. There are practical applications in cryptography, and in theory, quantum computation is potentially much more powerful than classical.

### 2.1 Bit and quantum bit

In a classical computer, the value of a bit can be either 0 or 1 . In a quantum computer, a quantum bit (or qubit for short) can exist in a superposition of states $|0\rangle$ and $|1\rangle$, and is described by:

$$
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle,
$$

where $\alpha$ and $\beta$ are complex numbers satisfying the normalization condition: $|\alpha|^{2}+$ $|\beta|^{2}=1$, see [50, p. 208].
An $n$-qubit state is represented as a normalized vector in $2^{n}$ dimensional space, with basis vectors coressponding to all possible classical $n$-bit states,

$$
|0 \ldots 00\rangle,|0 \ldots 01\rangle, \ldots,|1 \ldots 11\rangle .
$$

### 2.2 Quantum Gates

Quantum gates are unitary transformations that act on one or several qubits, while leaving the rest of the qubits the same, i.e. acting as some unitary transformation tensored with identity operator on the rest of the qubit spaces.
Quantum gates are usually represented as matrices. A gate which acts on $k$ qubits is represented by a $2^{k} \times 2^{k}$ unitary matrix (see [48, pg. 63-69],[38, pp. 138-147],[43] and [23]).

### 2.2.1 Single Qubit Gates

A single qubit gate is a unitary operator which transforms a single qubit state $|\psi\rangle_{\text {in }}$ to anther single qubit $\left|\psi_{\text {out }}\right\rangle=U\left|\psi_{\text {in }}\right\rangle$, where $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle=\binom{\alpha}{\beta}$.
Examples of single qubit gates include Pauli gates, Hadamard gate, phase gate or phase shift gate, rotation gates and square root of-NOT.

1. Pauli Gates:

- Pauli X-Gate or NOT Gate: is defined as

$$
X=\sigma_{x}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

It flips a bit from 0 to 1 and vice versa and is represented as

$$
X|0\rangle=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]=|1\rangle
$$

and

$$
X|1\rangle=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right]=|0\rangle
$$

- Pauli Y-Gate is defined as:

$$
\sigma_{Y}=Y=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]
$$

The Pauli-Y transformation is represented as

$$
Y|0\rangle=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=i\left[\begin{array}{l}
0 \\
1
\end{array}\right]=i|1\rangle
$$

and

$$
Y|1\rangle=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=-i\left[\begin{array}{l}
1 \\
0
\end{array}\right]=-i|0\rangle
$$

- Pauli Z-Gate, also known as Phase Flip is defined as:

$$
\sigma_{z}=Z=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

The Pauli-Z transformation keeps $|0\rangle$ unchanged and changes $|1\rangle$ to $-|1\rangle$ and is represented as

$$
Z|0\rangle=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=|0\rangle
$$

and

$$
Z|1\rangle=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=|1\rangle
$$

Note the following properties of Pauli matrices:

- $\operatorname{tr}\left(\sigma_{x}\right)=\operatorname{tr}\left(\sigma_{y}\right)=\operatorname{tr}\left(\sigma_{z}\right)=0$
- $\operatorname{det}\left(\sigma_{x}\right)=\operatorname{det}\left(\sigma_{y}\right)=\operatorname{det}\left(\sigma_{z}\right)=-1$
- $\sigma_{x}^{\dagger}=\sigma_{x}$
- $\sigma_{y}^{\dagger}=\sigma_{y}$
- $\sigma_{z}^{\dagger}=\sigma_{z}$

The cyclic properties of Pauli matrices:

- $\sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}$
- $\sigma_{x} \sigma_{y}=-\sigma_{y} \sigma_{x}=i \sigma_{z}$
- $\sigma_{y} \sigma_{z}=-\sigma_{z} \sigma_{y}=i \sigma_{x}$
- $\sigma_{z} \sigma_{x}=-\sigma_{x} \sigma_{z}=i \sigma_{y}$
- $\sigma_{x} \sigma_{y} \sigma_{z}=i I$
we can use the Dirac notation $\sum_{i j}|i\rangle A_{i j}\langle j|$ for writing the Pauli matrices:

$$
\text { - } \sigma_{x}=|0\rangle\langle 1|+|1\rangle\langle 0|=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

- $\sigma_{y}=-i|1\rangle\langle 0|+i|0\rangle\langle 1|=-i\left[\begin{array}{l}0 \\ 1\end{array}\right]\left[\begin{array}{ll}1 & 0\end{array}\right]+i\left[\begin{array}{l}1 \\ 0\end{array}\right]\left[\begin{array}{ll}0 & 1\end{array}\right]=\left[\begin{array}{cc}0 & -i \\ i & 0\end{array}\right]+$ $\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right]=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$
- $\sigma_{z}=|0\rangle\langle 0|-|1\rangle\langle 1|=\left[\begin{array}{l}1 \\ 0\end{array}\right]\left[\begin{array}{ll}1 & 0\end{array}\right]-\left[\begin{array}{l}0 \\ 1\end{array}\right]\left[\begin{array}{ll}0 & 1\end{array}\right]=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]-\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]=$ $\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$

2. Hadamard Gate: can be given as

$$
H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\frac{1}{\sqrt{2}}(X+Z)
$$

The Hadamard transformation mathematically flips $|0\rangle$ to $|+\rangle$ and flips $|1\rangle$ to $|-\rangle$ and is represented as:

$$
H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)=|+\rangle
$$

and

$$
H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)=|-\rangle
$$

The matrix representation of $H$ gate using Dirac notation:

$$
\begin{aligned}
H & =|0\rangle \frac{1}{\sqrt{2}}(\langle 0|+\langle 1|)+|1\rangle \frac{1}{\sqrt{2}}(\langle 0|-\langle 1|) \\
& =\frac{1}{\sqrt{2}}[|0\rangle\langle 0|+|0\rangle\langle 1|+|1\rangle\langle 0|-|1\rangle\langle 0|] \\
& =\frac{1}{\sqrt{2}}\left[\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]-\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]\right] \\
& =\frac{1}{\sqrt{2}}\left[\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & -1
\end{array}\right]-\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]\right] \\
& =\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
\end{aligned}
$$

The properties of Hadmard gate with respect to Pauli matrices:

$$
\begin{aligned}
& \text { - } H \sigma_{x} H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -0
\end{array}\right] \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]=\sigma_{z} \\
& \text { - } H \sigma_{z} H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right]=\sigma_{x} \\
& \text { - } H \sigma_{y} H=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]=\left[\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right]=-\sigma_{y}
\end{aligned}
$$

3. Phase Gate or Phase shift Gate: The Phase Gate transformations keeps $|0\rangle$ unchanged and change the phase $|1\rangle$ by $e^{i \phi}$ and are represented as

$$
p(\phi)|0\rangle=|0\rangle
$$

and

$$
p(\phi)|1\rangle=e^{i \phi}|1\rangle
$$

Thus the unitary matrix corresponding to Phase Gate can be given as

$$
p(\phi)=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \phi}
\end{array}\right]
$$

since $\phi$ can have infinity many values, we have infinity many gates, for example:
The $p\left(\frac{\pi}{4}\right)$ Phase Gate is often denoted as $T$ Gate:

$$
T=p\left(\frac{\pi}{4}\right)=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \frac{\pi}{4}}
\end{array}\right]
$$

and

$$
S=T^{2}=p\left(\frac{\pi}{2}\right)=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]
$$

is often called the " $\frac{\pi}{2}$ " Phase Gate, also called the $i$ Phase shift Gate, and we get the Pauli-Z gate when $\phi=\pi$. Note that $S^{2}=T$.
The S transformation keeps $|0\rangle$ unchanged and changes $|1\rangle$ to $i|1\rangle$ and is
represented as:

$$
\begin{aligned}
& S|0\rangle=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]=|0\rangle \\
& S|1\rangle=\left[\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=i\left[\begin{array}{l}
0 \\
1
\end{array}\right]=i|1\rangle
\end{aligned}
$$

The $T$ transformation keeps $|0\rangle$ unchanged and changes $|1\rangle$ to $e^{i \frac{\pi}{4}}|1\rangle$ and is represented as:

$$
\begin{gathered}
T|0\rangle=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \frac{\pi}{4}|1\rangle}
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]=|0\rangle \\
T|1\rangle=\left[\begin{array}{cc}
1 & 0 \\
0 & e^{i \frac{\pi}{4}}
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=e^{i \frac{\pi}{4}}|1\rangle
\end{gathered}
$$

4. Rotation Gates: are defined as follows:

$$
\begin{aligned}
& R_{x}(\theta)=e^{-i \frac{\theta}{2} \sigma_{x}}, \\
& R_{y}(\theta)=e^{-i \frac{\theta}{2} \sigma_{y}}, \\
& R_{z}(\theta)=e^{-i \frac{\theta}{2} \sigma_{z}} .
\end{aligned}
$$

Now to obtain the matrix forms of these single qubit gates we have to prove $e^{i A x}=I \cos (x)+i A \sin (x)$, when $x$ is a real number and $A$ is matrix such that $A^{2}=I$.
Proof:

$$
\begin{aligned}
e^{i A \theta} & =I+i A x-\frac{A^{2} x^{2}}{2!}-i \frac{A^{3} x^{3}}{3!}+\frac{A^{4} x^{4}}{4!}+i \frac{A^{5} x^{5}}{5!}+\ldots \\
& =I\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots\right)+i A\left(x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots\right) \\
& =I \sum_{n \text { even }}^{\infty} \frac{(x)^{n}}{n!}+i A \sum_{n \text { odd }}^{\infty} \frac{(x)^{n}}{n!} \\
& =I \cos (x)+i A \sin (x)
\end{aligned}
$$

From the above simple identity and from identities $\sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}=I$ it follows that:

$$
\begin{aligned}
R_{x}(\theta) & =e^{-i \frac{\theta}{2} \sigma_{x}} \\
& =\cos \left(\frac{\theta}{2}\right) I-i \sin \left(\frac{\theta}{2}\right) \sigma_{x} \\
& =\cos \left(\frac{\theta}{2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]-i \sin \left(\frac{\theta}{2}\right)\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right. & -i \sin \left(\frac{\theta}{2}\right) \\
-i \sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
R_{y}(\theta) & =e^{-i \frac{\theta}{2} \sigma_{y}} \\
& =\cos \left(\frac{\theta}{2}\right) I-i \sin \left(\frac{\theta}{2}\right) \sigma_{y} \\
& =\cos \left(\frac{\theta}{2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]-i \sin \left(\frac{\theta}{2}\right)\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
\cos \left(\frac{\theta}{2}\right. & -\sin \left(\frac{\theta}{2}\right) \\
\sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
R_{z}(\theta) & =e^{-i \frac{\theta}{2} \sigma_{z}} \\
& =\cos \left(\frac{\theta}{2}\right) I-i \sin \left(\frac{\theta}{2}\right) \sigma_{z} \\
& =\cos \left(\frac{\theta}{2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]-i \sin \left(\frac{\theta}{2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{-i \frac{\theta}{2}} & 0 \\
0 & e^{i \frac{\theta}{2}}
\end{array}\right]
\end{aligned}
$$

5. Square root of-Not: One of the simplest non classical gates ${ }^{1}$

$$
V=\sqrt{N O T}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]^{\frac{1}{2}}=\frac{(1+i)}{2}\left[\begin{array}{cc}
1 & -i \\
-i & 1
\end{array}\right]=\left[\begin{array}{ll}
\frac{1+i}{2} & \frac{1-i}{2} \\
\frac{1--i}{2} & \frac{1+i}{2}
\end{array}\right]
$$

it is very easy to check that $V \cdot V=N O T$ :

$$
\left[\begin{array}{ll}
\frac{1+i}{2} & \frac{1-i}{2} \\
\frac{1-i}{2} & \frac{1+i}{2}
\end{array}\right]\left[\begin{array}{ll}
\frac{1+i}{2} & \frac{1-i}{2} \\
\frac{1-i}{2} & \frac{1+i}{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

### 2.2.2 Two Qubit Gates

The general state of a two qubit system can be described as:

$$
|\psi\rangle=\alpha_{00}|00\rangle+\alpha_{01}|01\rangle+\alpha_{10}|10\rangle+\alpha_{11}|11\rangle=\left(\begin{array}{c}
\alpha_{00} \\
\alpha_{01} \\
\alpha_{10} \\
\alpha_{11}
\end{array}\right)
$$

The most important two qubit gates are the Controlled NOT gate or CNOT, Swap gate and Controlled-U gate

1. CNOT Gate: The first bit of a CNOT gate is called the control bit, and the second the target bit. The control bit does not change, while the target bit flips only when the control bit is 1 , and it is works as following:

$$
|00\rangle \rightarrow|00\rangle
$$

[^4]\[

$$
\begin{aligned}
|01\rangle & \rightarrow|01\rangle \\
|10\rangle & \rightarrow|11\rangle \\
|11\rangle & \rightarrow|10\rangle
\end{aligned}
$$
\]

it is represent in bra-ket notation as follows:

$$
\mathrm{CNOT}=|0\rangle\langle 0| \otimes I+|1\rangle\langle 1| \otimes \sigma_{x}
$$

Thus the matrix representation for this gate is:

$$
\mathrm{CNOT}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

2. Controlled-U Gate: can be implemented using single qubit gates (e.g., U $\left.=\sigma_{x}, \sigma_{y}, \sigma_{z}, \mathrm{H}, \mathrm{S}, \mathrm{V} \ldots\right)$ and CNOT, and it is works as follows:

$$
\begin{aligned}
|00\rangle & \rightarrow|00\rangle \\
|01\rangle & \rightarrow|01\rangle \\
|10\rangle & \rightarrow|1\rangle \otimes U|0\rangle \\
|11\rangle & \rightarrow|1\rangle \otimes U|1\rangle
\end{aligned}
$$

and it is represnt by bra-ket as follows:

$$
\text { Controlled-U Gate }=|0\rangle\langle 0| \otimes I+|1\rangle\langle 1| \otimes U
$$

Thus the matrix representation for this gate is:

$$
\text { Controlled- } \mathrm{U}=\left[\begin{array}{cc}
I & O \\
O & U
\end{array}\right],
$$

where I is identity matrix, $O=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$ and $U$ is any quantum gate with $2 \times 2$ unitary matrix. For instance $(U=X, Y, Z, H, S, \cdots)$. We can see that CNOT gate is a special case of controlled U where $U=X$
3. Swap Gate: the swap gate swaps the state of two qubits; thus it maps $|m n\rangle \rightarrow|n m\rangle(\mathrm{i} ., \mathrm{e} .|00\rangle \rightarrow|00\rangle,|01\rangle \rightarrow|10\rangle,|10\rangle \rightarrow|01\rangle$ and $|11\rangle \rightarrow|11\rangle)$ and it can represented by the matrix:

$$
\mathrm{SWAP}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

### 2.2.3 Three Qubit Gates

The Toffoli and Fredkin gates are an examples of three qubit gates

1. Toffoli gate (Controlled-Controlled-NOT): The Toffoli gate takes the state $|a b c\rangle$ to the state $\left|a b c^{\prime}\right\rangle$ as follows:

$$
\begin{aligned}
|000\rangle & \rightarrow|000\rangle ; \\
|001\rangle & \rightarrow|001\rangle ; \\
|010\rangle & \rightarrow|010\rangle ; \\
|011\rangle & \rightarrow|011\rangle ; \\
|100\rangle & \rightarrow|100\rangle ; \\
|101\rangle & \rightarrow|101\rangle ; \\
|110\rangle & \rightarrow|111\rangle ; \\
|111\rangle & \rightarrow|110\rangle
\end{aligned}
$$

It can be understood as a gate that flips the third input bit if and only if the first two input bits are both 1 .
Now we can representing Toffoli gate as:

$$
\text { Toffoli }=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

2. Fredkin gate: also known as Controlled-SWAP swaps the last two bits if and only if the first bit is $|1\rangle$, as follows:

$$
\begin{aligned}
|000\rangle & \rightarrow|000\rangle ; \\
|001\rangle & \rightarrow|001\rangle ; \\
|010\rangle & \rightarrow|010\rangle ; \\
|011\rangle & \rightarrow|011\rangle ; \\
|100\rangle & \rightarrow|100\rangle ; \\
|101\rangle & \rightarrow|110\rangle ; \\
|110\rangle & \rightarrow|101\rangle ; \\
|111\rangle & \rightarrow|111\rangle .
\end{aligned}
$$

and it can represented by the matrix:

$$
\text { Fredkin }=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

### 2.3 Universal Quantum Gates

We know in classical computers that, for instance, the gates NAND and NOR are universal, see [51, p. 57,p. 92], because we can build any logic gate using only NAND or NOR gates.

Example 2.1. A NOT gate can be obtained using a NAND gate:
$[(A \mid A)$ has the same values as $\neg A]$

Table 2.1: NOT in terms of NAND

| $A$ | $A$ | $A \mid A$ | $\neg A$ |
| ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 |

Example 2.2. An AND gate can be obtained using only NAND gate:

$$
[A \wedge B \equiv(A \mid B) \mid(A \mid B)]
$$

Table 2.2: AND in terms of NAND

| $A$ | $A$ | $A \mid B$ | $A \mid B$ | $(A \mid B) \mid(A \mid B)$ |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 1 | 1 |

In quantum computation, a similar situation occurs. The set of gates such that any unitary operator can be expressed by a quantum circuit using only the gates from that set is called a universal set of quantum gates. For example, one such universal set, as showed by Barenco, consists of the following two qubit gates, see [12, pp. 108-110],[31, pp. 67-71],[13]:

$$
A(\phi, \alpha, \theta)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & e^{i \alpha} \cos (\theta) & -i e^{(\alpha+\phi)} \sin (\theta) \\
0 & 0 & -i e^{(\alpha-\phi)} \sin (\theta) & e^{i \alpha} \cos (\theta)
\end{array}\right)
$$

If we set $\theta=\pi / 2, \phi=0$ and $\alpha=\pi / 2$ the Barence gate operates as a CNOT gate:

$$
C N O T=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

By setting $\theta=\pi / 2, \phi=3 \pi / 2$ and $\alpha=\pi / 2$ the Barence gate operates as a controlled- Y gate(in short $\mathrm{C}(\mathrm{Y})$ ):

$$
C(Y)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & i & 0
\end{array}\right]
$$

By setting $\alpha=\phi=0$ and $\theta=\pi / 2$ the Barence gate operates as an Identity matrix:

$$
I=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

### 2.4 Quantum Algorithms

Quantum algorithms can be modelled by a unitary transformation of $n$-qubit state using quantum gates. Such transformation is always reversible, i.e. by playing steps of the algorithm in reverse, we get the original state.

However, the last step of a quantum algorithm is quantum measurement. This step is not reversible, and gives one state of the measured basis with corresponding probability.

Because of the measurement step, all quantum algorithms are in essence probabilistic. It is however possible to emulate any classical computation on a quantum computer.

In the following section we will explain structure of two of the most important quantum algorithms.

### 2.4.1 Shor's Algorithm

In 1994 Peter Shor published Shor's algorithm (see [45, pg. 105-110],[21, pg. 48]) for factoring big number $N$ but the clasical part was known before. It takes polynomial time in $\log N$, specifically $O\left((\log N)^{3}\right)$. Classically, best known prime factorization algorithms take asymptically $\operatorname{Cexp}\left[(\log N)^{1 / 3}\right](\log N)^{2 / 3}$ steps.

He shows (in principle), that quantum computer is capable of factoring very large number in polynomial time (polynomial in the number of digits of the number).

To understand the Shor's algorithm (and RSA algorithm in the next chapter), we shall need several mathematical ingredients from basic mathematics and number theory, see paper [37, pp. 159-186]:

Definition 2.1. (Division Algorithm for Integers). Let $a, b \in \mathbb{Z}$ with $b>1$. Then there exist unique $q, r \in \mathbb{Z}$ such that $a=b q+r, 0 \leq r<b$. If $r=0$, we say that $b$ divides $a$ and denote this by $b \mid a$.

Definition 2.2. (Greatest common divisor). Let $a, b \in \mathbb{Z}$. A positive integer d is the greatest common divisor of $a$ and $b$ if

1. $d \mid a$ and $d \mid b$,
2. if $c$ is a positive integer satisfying $c \mid a$ and $c \mid b$, then $c \mid d$.

The greatest common divisor of $a$ and b is denoted by $\operatorname{gcd}(a, b)$.
Theorem 1. (Euclidean Algorithm) To compute the greatest common divisor of two numbers $a$ and $b$, let $r_{-1}=a$, let $r_{0}=b$, and compute successive quotients and remainders:

$$
r_{i-1}=q_{i+1} \times r_{i}+r_{i+1}
$$

for $i=0,1,2, \ldots$ until some remainder $r_{n+1}$ is 0 . The last nonzero remainder $r_{n}$ is then the greatest common divisor of $a$ and $b$.

Primality and coprimality play a central role in the arithmetic of the RSA cryptosystem.

Definition 2.3. (Prime Integer) An integer $p \geq 2$ is said to be prime if its only positive divisors are 1 and $p$.

Definition 2.4. (Relatively Prime or Coprime Integers) Two integers $a$ and $b$ are said to be relatively prime or coprime if $\operatorname{gcd}(a, b)=1$.

Definition 2.5. (RSA Modulus) Let $p$ and $q$ be large prime numbers such that $p \neq$ $q$. The product $N=p q$ is called an RSA modulus.

Definition 2.6. (Modular Arithmetic) $a \equiv b(\bmod c) \leftrightarrow a=b+k c$ for some integer $k$.

Example 2.3. $21 \equiv 1(\bmod 4) \quad$ because $21=1+5(4)$
$5^{2} \equiv 3(\bmod 11) \quad$ because $\quad 25=3+2(11)$

### 2.4.1.1 General Steps of Shor's Algorithm

1. A reduction, which can be done on classical computer, of the factoring problem to the problem order finding.
2. A quantum algorithm to solve the problem order fining.

Classical Part : Reduction to Order Finding

1. scale integer $a$ such that $1<a<N$.
2. compute $z=\operatorname{gcd}(a, N)$. This may be done by Euclidean algorithm .
3. if $z=\operatorname{gcd}(a, N) \neq 1$ then there is a nontrivial factor of N , so we are done.
4. otherwise, use the period-finding subroutine (below) to find $r$, the period of the following function:

$$
f(x)=a^{x} \bmod N
$$

i.e. r is the smallest integare such that $a^{r}=1 \bmod N$.
5. if $r$ is odd go back to step 1.
6. otherwise, $z=\max \left\{\operatorname{gcd}\left(N, a^{r}-1\right), \operatorname{gcd}\left(N, a^{r}+1\right)\right\}$.
7. if $z=1$ go back to step 1 .
8. The factors of $N$ are $z=\operatorname{gcd}\left(N, a^{r / 2}-1\right)$ and $\operatorname{gcd}\left(N, a^{r / 2}+1\right)$. we are done.

Example 2.4. Let us factor $N=15$ using classical order finding.

- Choose $a<15$ such that $\operatorname{gcd}(a, 15)=1: a=2$.
- Calculate $f(x)=a^{x} \bmod 15$ and find order $r$ of $f(x)$

| $x$ | $a^{x}$ | $2^{x} \bmod 15$ |
| :---: | :---: | :---: |
| $x$ | $a^{x}$ | $2^{x} \bmod 15$ |
| 1 | $2^{1}=2$ | $2 \bmod 15=2$ |
| 2 | $2^{2}=4$ | $4 \bmod 15=4$ |
| 3 | $2^{3}=8$ | $8 \bmod 15=8$ |
| 2 | $2^{4}=16$ | $16 \bmod 15=1$ |

Therefore $r=4$

- Note here in this example $r$ is even:
- The factors of 15 are $z=\operatorname{gcd}\left(15,2^{2}-1\right)=3$ and $\operatorname{gcd}\left(15,2^{2}+1\right)=5$

$$
3 \times 5=15
$$

Before we start with the Quantum part we will explain important things we need in order to understand this part:

Quantum Fourier Transform (QFT): This is the backbone of the Shor's algorithm.
In this section we will first explain what the (QFT) and discrete Fourier transform (DFT) mean. This part is based on the paper [32, pp. 211-212]. The (DFT) transforms an input vector of complex numbers $x_{1}, x_{2}, \ldots, x_{n-1}$ into an output vector of complex numbers $y_{1}, y_{2}, \ldots, y_{n-1}$ expressed as:

$$
y_{k}=\frac{1}{\sqrt{q}} \sum_{j=0}^{q-1} x_{j} e^{2 \pi i j k / q}
$$

The QFT does the same transformation as the DFT, except it operates linearly on quantum states $|0\rangle, \ldots,|q-1\rangle$, which form an orthonormal basis.

The QFT is

$$
j \longrightarrow \frac{1}{\sqrt{q}} \sum_{k=0}^{q-1} e^{2 \pi i j k / q}|k\rangle
$$

Assume that $q$ is power of $2\left(q=2^{n}\right)$ then:

$$
j \longrightarrow \frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{2 \pi i j k / 2^{n}}|k\rangle
$$

Binary expression:

$$
\begin{gathered}
j=j_{0} 2^{0}+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1} \\
k=k_{0} 2^{0}+k_{1} 2^{1}+k_{2} 2^{2}+\cdots+k_{n-1} 2^{n-1}
\end{gathered}
$$

The term $j k / 2^{n}$ in (2) can be written as:

$$
\begin{aligned}
& \frac{j k}{2^{n}}= \frac{1}{2^{n}}\left(j_{0} 2^{0}\right. \\
&\left.\quad+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1}\right) \\
& \quad \times\left(k_{0} 2^{0}+k_{1} 2^{1}+k_{2} 2^{2}+\cdots+k_{n-1} 2^{n-1}\right) \\
&=\frac{1}{2^{n}}\left[k_{0}\left(j_{0} 2^{0}+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1}\right)\right. \\
& \quad+k_{1} 2^{1}\left(j_{0} 2^{0}+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1}\right) \\
& \quad\left.\quad \cdots+k_{n-1} 2^{n-1}\left(j_{0} 2^{0}+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1}\right)\right] \\
&=\frac{1}{2^{n}}\left[k_{0}\left(j_{0} 2^{0}+j_{1} 2^{1}+j_{2} 2^{2}+\cdots+j_{n-1} 2^{n-1}\right)\right] \\
& \quad+k_{1}\left[j_{0} 2^{1}+j_{1} 2^{2}+j_{2} 2^{3}+\cdots+j_{n-1} 2^{n}\right] \\
& \quad+\cdots+k_{n-1}\left[j_{0} 2^{n-1}\right] \\
&=k_{0}\left(\frac{j_{0}}{2^{n}}\right.\left.+\frac{j_{1}}{2^{n-1}}+\cdots+\frac{j_{n-1}}{2}\right)+k_{1}\left(\frac{j_{0}}{2^{n-1}}+\frac{j_{1}}{2^{n-2}}\right. \\
&\left.\quad+\cdots+\frac{j_{n-1}}{2}\right)+\cdots+k_{n-1} \frac{j_{0}}{2}
\end{aligned}
$$

Any binary fraction $j$ can be written as follows: $j=\frac{j_{l}}{2}+\frac{j_{l+1}}{4}+\cdots+\frac{j_{m}}{2^{m-l+1}}$ and we can use notation $\left[j_{l} j_{l+1} j_{l+2} \cdots j_{m}\right]$, for instance: $\left[0 . j_{0}\right] \rightarrow \frac{j_{0}}{2},\left[0 . j_{0} j_{1}\right] \rightarrow$ $\frac{j_{0}}{4}+\frac{j_{1}}{2}$, with this notation, we can write $j \longrightarrow \frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{2 \pi i j k / 2^{n}}|k\rangle$ as:

$$
\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1} e^{2 \pi\left[0 . j_{n}\right] k_{1}}\left|k_{1}\right\rangle \otimes e^{2 \pi\left[0 . j_{n-1} j_{n}\right] k_{2}}\left|k_{2}\right\rangle \otimes \cdots \otimes e^{2 \pi\left[0 . j_{1} j_{2} \cdots j_{n}\right] k_{n}}\left|k_{n}\right\rangle
$$

Where the state $|k\rangle:(k \in[0,1])$, Then the last equation is equal to

$$
\frac{1}{\sqrt{2^{n}}}\left(|0\rangle+e^{2 \pi\left[0 . j_{n}\right]}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi\left[0 \cdot j_{n-1} j_{n}\right]}|1\rangle\right) \otimes \cdots \otimes\left(|0\rangle+e^{2 \pi\left[0 \cdot j_{1} j_{2} \cdots j_{n}\right]}|1\rangle\right.
$$

## Quantum Part:

Figure 2.1: The QFT circuit consists of Hadamard gates and unitary Phase transform gates


I get this paragraph from paper [38, pg. 194-197]. To factor $N$, find $2 \log _{2} N<$ $n<2 \log _{2} \sqrt{2} N: q=2^{n}$ and choose $x$ such that $1<x<N-1, \operatorname{gcd}(x, N)=1$

Step 0: Initialize state.

$$
\left|\psi_{0}\right\rangle=|00 \ldots 0\rangle^{\otimes n}|00 \ldots 0\rangle^{\otimes l}
$$

Step 1: Application of $H^{\otimes n}$ on first register yielding

$$
\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}|k\rangle|0\rangle
$$

Step 2: Apply modular exponentiation: $f(k)=x^{k} \bmod N$ on second register yielding

$$
\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2^{n}}} \sum_{k=0}^{2^{n}-1}|k, f(k)\rangle
$$

Step 3: Measure the second register. Note that the second register will be in a base state where $e$ is some power of $x \bmod N$ and all powers of $x \bmod N$ are equally likely to be observed

$$
\begin{aligned}
& \left|\psi_{3}\right\rangle=\frac{1}{\sqrt{m}} \sum_{\dot{k} \in K}|\dot{k}, e\rangle, \\
& K=\left\{\dot{k}: x^{\dot{k}} \bmod N=e\right\} \text { and } m=|K| \text { is the number of elements in } K
\end{aligned}
$$

That is $K=\left\{\dot{k}_{0}, \dot{k}_{0}+r, \dot{k}_{0}+2 r, \ldots, \dot{k}_{0}+(m-1) r\right\}, \dot{k}_{0}$ is first element in $K$.

$$
\left|\psi_{3}\right\rangle=\frac{1}{\sqrt{m}} \sum_{j=0}^{m-1}\left|\dot{k}_{0}+j r, e\right\rangle
$$

Step 4: Apply the Quantum Fourier Transform (QFT) to the first register this transforms the state from

$$
\begin{aligned}
\left|\psi_{3}\right\rangle & =\frac{1}{\sqrt{m}} \sum_{j=0}^{m-1}\left|k_{0}+j r, e\right\rangle \quad \text { to }\left|\psi_{4}\right\rangle, \\
\left|\psi_{4}\right\rangle & =\frac{1}{\sqrt{q m}} \sum_{c=0}^{q-1} \sum_{j=0}^{m-1} e^{2 \pi i c\left(\frac{k_{0}+j r}{q}\right)}|k, e\rangle \\
& =\sum_{c=0}^{q-1} \frac{e^{\frac{2 \pi i c k_{0}}{q}}}{\sqrt{q m}} \sum_{j=0}^{m-1} e^{\frac{2 \pi i c j r}{q}}|k, e\rangle \\
& =\sum_{c=0}^{q-1} \frac{e^{\frac{2 \pi i c k_{0}}{q}}}{\sqrt{q m}} \sum_{j=0}^{m-1} \zeta^{j}|k, e\rangle \text { where } \zeta=e^{\frac{2 \pi i c r}{q}}
\end{aligned}
$$

Step 5: Measure register 1. Note that register 1 has probability to be in state $|c\rangle$

$$
\operatorname{pr}(c)=\frac{1}{q m} \sum_{j=0}^{m-1}\left|\zeta^{j}\right|^{2} \text { where } \zeta=e^{\frac{2 \pi i c r}{q}}
$$

This is returns some numbers

- $\frac{\dot{c}}{q} \approx \frac{j}{r}$ such that $\operatorname{pr}(\hat{c})$ is very high

But to determine the order $r$ we need to estimate $j$, where is $j$ equal to an integer number.

Step 6: We can calculate the order of $N$ by computing the convergent of continuous fraction expansion of $\frac{\dot{c}}{q}$ and retuning the closest such fraction of $\frac{O}{r}$ where $O$ is an integer

- continued fraction expansion:

$$
\frac{\dot{c}}{q}=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\frac{1}{a_{4}+\ldots}}}}
$$

- Convergent of Continued Fraction:

The $n$-th convergent of the sequence $a_{i}$ is defined to be:

$$
\begin{aligned}
& \frac{p_{n}}{q_{n}}=\left[a_{0}, a_{1}, a_{2}, \ldots, a_{n}\right] \\
& \frac{p_{0}}{q_{0}} \approx \frac{a_{0}}{1}=a_{0} \\
& \frac{p_{1}}{q_{1}} \approx a_{0}+\frac{1}{a_{1}} \\
& \frac{p_{2}}{q_{2}} \approx a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}}}=\frac{a_{2} p_{1}+p_{0}}{a_{2} q_{1}+q_{0}}=\frac{a_{2}\left(a_{1} a_{0}+1\right)}{a_{2} a_{1}+1} \\
& \frac{p_{3}}{q_{3}} \approx a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}}}}=\frac{a_{3} p_{2}+p_{1}}{a_{3} q_{2}+q_{1}}=\frac{a_{3}\left(a_{2}\left(a_{1} a_{0}+1\right)\right)+\left(a_{1} a_{0}+1\right)}{a_{3}\left(a_{2} a_{1}+1\right)+a_{1}} \\
& \frac{p_{n}}{q_{n}} \approx a_{0}+\frac{a_{n} p_{n-1}+p_{n-1}}{a_{1}+\frac{1}{a_{n}+\frac{1}{a_{3}+\frac{1}{\ddots \cdot+\frac{1}{a_{n}}}}}}
\end{aligned}
$$

Then one considers $\frac{p_{n}}{q_{n}}=\left[a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right]$ converging to $\frac{\dot{c}}{q}\left(\frac{p_{n}}{q_{n}}\right.$ is a sequence of continued fractions of $\frac{\hat{c}}{q}$ ); we will use notation $\frac{j}{r_{1}}$ for values of continued fractions for $\frac{\dot{c}}{q}$. If $r_{1}<N$ try small multiples of $r_{1}$ as possible values of $r$ :

$$
r_{1}, 2 r_{1}, 3 r_{1}, \ldots,\left\lfloor\log \left(N^{1+\epsilon}\right)\right\rfloor r_{1},
$$

(this was suggested by Odlyzko), and check when $x^{r} \bmod N=1$.
Finaly find $\operatorname{gcd}(y+1, N), \operatorname{gcd}(y-1, N)=$ factoring of $N$ where $y=x^{r / 2} \bmod N$.
Example 2.5. Factoring $N=21$ using Shor's algorithm.

- We have $l=\log _{2} N=4.3 \approx 4, n=2 \log _{2} N=8.7 \approx 9,2 \log _{2} \sqrt{2} N=9.7$ such that $8.7<9<9.7$
- Choose $x=8$ such that $1<8<21$ and $\operatorname{gcd}(8,21)=1$

Step 0: Initialize state.

$$
\left|\psi_{0}\right\rangle=|00 \ldots 0\rangle^{\otimes n}|00 \ldots 0\rangle^{\otimes l}=|00 \ldots 0\rangle^{\otimes 9}|00 \ldots 0\rangle^{\otimes 4}
$$

Step 1: Application of $H^{\otimes n}$ on first register yielding

$$
\left|\psi_{1}\right\rangle=\frac{1}{\sqrt{512}} \sum_{k=0}^{511}|k, 0\rangle=\frac{1}{512}(|0,0\rangle+|1,0\rangle|2,0\rangle+|3,0\rangle+|4,0\rangle+\cdots+|511,0\rangle)
$$

step 2: Apply modular exponentiation: $f(k)=x^{k} \bmod N$

$$
\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{512}} \sum_{k=0}^{511}|k, f(k)\rangle=\frac{1}{512}(|0,1\rangle+|1,8\rangle+|2,1\rangle+|3,8\rangle+\cdots+|511,8\rangle)
$$

Step 3: Observe register 2; Suppose we observe 8; as a power of $x^{k} \bmod N$

$$
\left|\psi_{3}\right\rangle=\frac{1}{\sqrt{256}}(|3,8\rangle+|5,8\rangle+|7,8\rangle+|9,8\rangle+|11,8\rangle+\cdots+|511,8\rangle)
$$

Step 4: Apply Quantum Fourier Transform on $\left|\psi_{3}\right\rangle$ to obtain

$$
\left|\psi_{4}\right\rangle=\frac{1}{131072} \sum_{c=0}^{511} e^{2 \pi i c}\left(\sum_{j=0}^{255} \zeta^{j}|c\rangle\right) \text { where } \zeta=e^{\frac{2 \pi i . c r}{512}}
$$

Step 5: Measure register 1

$$
\operatorname{pr}(c)=\frac{1}{131072}\left|\sum_{j=0}^{255} \zeta^{j}\right|^{2} \quad \text { where } \zeta=e^{\frac{2 \pi i . c r}{512}}, c \in[0,511] \text { and } j \in[0,255]
$$

Assume that we obtain $|256\rangle$

$$
\operatorname{pr}(256)=\frac{1}{131072}\left|\sum_{j=0}^{255} e^{2 \pi i j}\right|^{2}=0.5
$$

where $\frac{\dot{c}}{2^{n}}=\frac{1}{2}=0+\frac{1}{2}$ which can be written in continued fraction form as $[0,2]$. So $r_{1}=2$. Now we check $x^{r_{1}} \bmod N$ and we find that $x^{r_{1}} \bmod N=8^{2} \bmod 21=1$. Thus the required period is 2 where $y=x^{\frac{r}{2}} \bmod N=8 \bmod 21=8$.
Then the factor of $N=21$ are: $\operatorname{gcd}(y \pm 1,21)=\operatorname{gcd}(8 \pm 1,21)=3$ and 7 .

### 2.4.2 Grover's Algorithm

Grover algorithm was invented by Lov Grover in 1996. The main goal for Grover's algorithm is to search an unsorted database more efficiently, with $N$ entries requiring $O(\sqrt{N})$ time (the best classical algorithm can do this in time proportional to $N$ ).

A simple example is to find a desired file index among $N=2^{n}$ files. The important things to understand for Grover algorithm are: Oracle function (black box) and quantum Oracle, see [49], [26] .

- Oracle (black box) that can recognize the solution, whose internal working is represented by a binary function

$$
f:\{0,1\}^{n} \longrightarrow\{0,1\}
$$

Defined by:

$$
f(x)= \begin{cases}1 & \text { if } x \text { is a solution } \\ 0 & \text { otherwise }\end{cases}
$$

- Quantum Oracle: in this case, we are given a unitary operation $|x\rangle \xrightarrow{U_{u}}(-1)^{f(x)}|x\rangle$ as a black box operation.


### 2.4.2.1 General Steps of Grovers Algorithm

Let us descibe the Grover's algorithm:
Input: A quantum Oracle $U_{w}$ which performs operation $|x\rangle \xrightarrow{U_{w}}(-1)^{f(x)}|x\rangle$ where $f(x)=0$ for all $0 \leq x \leq 2^{n}$ except $x_{0}$ for which $f\left(x_{0}\right)=1$, $n$-qubits initialized to the state $|0\rangle$.

Output: $x_{0}$
Runtime: $O\left(\sqrt{2^{n}}\right)$ operations, with probability of success greater than some $q>0$.

## Procedure:

| 1. $\|0\rangle^{\otimes n}$ | initial state |
| :--- | :--- |
| 2. $H^{\otimes n}\|0\rangle^{\otimes n}=\frac{1}{\sqrt{2^{n}}} \sum_{x=0}^{2^{n}-1}\|x\rangle=\|s\rangle$ | apply the Hadmard transform to all qubits |
| 3. $\left[2(\|\psi\rangle\langle\psi\|-I) U_{w}\right]^{R}\|\psi\rangle \approx\|w\rangle$ | apply the Grover iteration $R \approx \frac{\pi}{4} \sqrt{2^{n}}$ times <br> where $G=2(\\| \psi\rangle\langle\psi\|-I) U_{w}$ |
| 4. $w$ | measure the register |

Figure 2.2: Circuit diagram for Grover's algorithm, with a scratch qubit for the oracle
Grover diffusion operator


Repeat $O(\sqrt{N})$ times

### 2.4.2.2 Grover iteration: How it works

Begin with: $|\psi\rangle=\frac{1}{\sqrt{N}} \sum_{x=0}^{N-1}|x\rangle$
Define $|\dot{\psi}\rangle$ as:

$$
\begin{aligned}
|\dot{\psi}\rangle & =\frac{1}{\sqrt{N-1}} \sum_{\substack{x \neq 0 \\
i \neq w}}^{N-1}|x\rangle \\
& =\sqrt{\frac{N}{N-1}}|s\rangle-\frac{1}{\sqrt{N-1}}|w\rangle
\end{aligned}
$$

From the first equation $\langle\dot{\psi} \mid w\rangle=0$ i.e, $|\beta\rangle$ and $|\alpha\rangle$ are orthonormal. From the second equation we have:

$$
|\psi\rangle=\sqrt{1-\frac{1}{N}}|\dot{\psi}\rangle+\frac{1}{\sqrt{N}}|w\rangle
$$

The state of the quantum computer at each step is:

$$
G^{k}|\psi\rangle=\cos \left(\frac{2 k+1}{2} \theta\right)|\dot{\psi}\rangle+\sin \left(\frac{2 k+1}{2} \theta\right)|w\rangle
$$

The value of $\theta$ is obtained substituting $k$ for 0 in last equation ( $G^{k}|s\rangle$ ) and comparing it with $|\psi\rangle$ equation:

$$
\theta=2 \arccos \sqrt{1-\frac{1}{N}}
$$

The number of times $k_{0}$ that G must be applied obeys the equation:

$$
k_{0} \theta+\frac{\theta}{2}=\frac{\pi}{2}
$$

The number of steps required to find the desired element is:

$$
k=\operatorname{round}\left(\frac{\pi}{4} \sqrt{N}\right) \text { times }
$$

After applying $G k$ times, the probability $p$ of finding the desired element after a measurement is:

$$
p=\sin ^{2}\left(\frac{2 k+1}{2} \theta\right)
$$

Figure 2.3: Picture showing the geometric interpretation of the first iteration of Grover's algorithm. The state vector $|s\rangle$ is rotated towards the target vector $|w\rangle$ as shown


Example 2.6. We consider a system consisting of $N=16=2^{4}$ states, and the state we are searching for, $i_{0}=\beta$, is represented by the bit string $|1011\rangle$.
To describe this system, $n=4$ qubits are required, represented as:
$|x\rangle=|0000\rangle+|0001\rangle+|0010\rangle+|0011\rangle+|0100\rangle+|0101\rangle+|0110\rangle+|0111\rangle+|1000\rangle+$ $|1001\rangle+|1010\rangle+|1011\rangle+|1100\rangle+|1101\rangle+|1110\rangle+|1111\rangle$

Grover's algorithm begins with a system initialized to 0: $|0000\rangle$
and then apply the Hadamard transformation to obtain equal amplitudes associated with each state of $\frac{1}{\sqrt{N}}=\frac{1}{\sqrt{16}}=\frac{1}{4}$ and thus also equal probability of being in any of
the 16 possible states:

$$
H^{\otimes 4}|0000\rangle=\frac{1}{4} \sum_{x=0}^{15}|x\rangle
$$

The Grover iteration will be repeated $k=\frac{\pi}{4} \sqrt{N}$ times. In our case $k=\frac{\pi}{4} \sqrt{16}=$ 3.1415 which rounds to 3 iterations.

Now, perform the diffusion transform $[2|s\rangle\langle s|-I]|x\rangle$

$$
\begin{aligned}
{[2|\psi\rangle\langle\psi|-I]|x\rangle } & =[2|\psi\rangle\langle\psi|-I]\left[|\psi\rangle-\frac{2}{4}|1011\rangle\right. \\
& =2|\psi\rangle\langle\psi \mid \psi\rangle-|\psi\rangle-2\left(\frac{2}{4}\right)|\psi\rangle\langle\psi \mid 1011\rangle+\frac{2}{4}|1011\rangle
\end{aligned}
$$

Note that $16 \times \frac{1}{4}\left(\frac{1}{4}\right)$. Additionally, we can use $\langle\psi \mid 1011\rangle=\langle 1011 \mid s\rangle=\frac{1}{4}$, so

$$
\begin{aligned}
& =|\psi\rangle-\frac{1}{4}|\psi\rangle+\frac{1}{2}|1011\rangle \\
& =\frac{3}{4}|\psi\rangle+\frac{1}{2}|1011\rangle
\end{aligned}
$$

Substituting $|\psi\rangle=\frac{1}{4} \sum_{x=0}^{15}|x\rangle$ gives:

$$
\begin{aligned}
& =\frac{3}{4}\left[\frac{1}{4} \sum_{x=0}^{15}|x\rangle\right]+\frac{1}{2}|1011\rangle \\
& =\frac{3}{16} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\left[\frac{3}{16}|1011\rangle+\frac{1}{2}|1011\rangle\right] \\
\Longrightarrow\left|x_{1}\right\rangle & =\frac{3}{16} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\frac{11}{16}|1011\rangle
\end{aligned}
$$

This is completes the first iteration.
We apply the same two transformations in the second iteration (Oracle) in Grover algorithm, which gives:

$$
\begin{aligned}
& \left|x_{2}\right\rangle=\frac{3}{16} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle-\frac{11}{16}|1011\rangle \\
& =\frac{3}{16} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\left[-\frac{11}{16}|1011\rangle-\frac{3}{16}|1011\rangle\right]
\end{aligned}
$$

After the Oracle query, and after applying the diffusion transform:

$$
\begin{aligned}
{[2|\psi\rangle\langle\psi|-I]\left[\frac{3}{4}|\psi\rangle-\frac{7}{8}|1011\rangle\right] } & =2\left(\frac{3}{4}\right)|\psi\rangle\langle\psi \mid \psi\rangle-\frac{3}{4}|\psi\rangle-2\left(\frac{7}{8}\right)|\psi\rangle\langle\psi \mid 1011\rangle \\
& =\frac{3}{2}|\psi\rangle-\frac{3}{4}|\psi\rangle-\frac{7}{4}|\psi\rangle\left(\frac{1}{4}\right)+\frac{7}{8}|1011\rangle \\
& =\frac{5}{16}|\psi\rangle+\frac{7}{8}|1011\rangle \\
& =\frac{5}{16}\left[\frac{1}{4} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\frac{1}{4}|1011\rangle\right]+\frac{7}{8}|1011\rangle \\
\Longrightarrow\left|x_{3}\right\rangle & =\frac{5}{64} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\frac{61}{64}|1011\rangle
\end{aligned}
$$

We apply the same two transformations in the third iteration:

$$
\left|x_{4}\right\rangle=\frac{5}{64} \sum_{\substack{x=0 \\ x \neq 11}}^{15}|x\rangle-\frac{61}{64}|1011\rangle
$$

After the oracle query, and after applying the diffusion transform:

$$
\begin{aligned}
{[2|\psi\rangle\langle\psi|-I]\left[\frac{5}{16}|\psi\rangle-\frac{33}{32}|1011\rangle\right] } & =2\left(\frac{5}{16}\right)|\psi\rangle\langle\psi \mid \psi\rangle-\frac{5}{16}|\psi\rangle \\
& -2\left(\frac{33}{32}\right)|\psi\rangle\langle\psi \mid 1011\rangle+\frac{33}{32}|1011\rangle \\
& =\frac{5}{8}|\psi\rangle-\frac{5}{16}|\psi\rangle-\frac{33}{16}|\psi\rangle\left(\frac{1}{4}\right)+\frac{33}{32}|1011\rangle \\
& =\frac{13}{64}|\psi\rangle+\frac{33}{32}|1011\rangle \\
& =\frac{13}{256} \sum_{x=0}^{15}|x\rangle+\frac{33}{32}|1011\rangle \\
& =\frac{13}{256} \sum_{\substack{x=0 \\
x \neq 11}}^{15}|x\rangle+\left[\frac{33}{32}|1011\rangle+\frac{13}{256}|1011\rangle\right] \\
\Longrightarrow\left|x_{5}\right\rangle & =\frac{13}{256} \sum_{\substack{x=0 \\
i \neq 11}}^{15}|x\rangle+\frac{251}{256}|1011\rangle
\end{aligned}
$$

Longer format:
$\left|x_{5}\right\rangle=\frac{13}{256}|0000\rangle+\frac{13}{256}|0001\rangle+\frac{13}{256}|0010\rangle+\frac{13}{256}|0011\rangle+\frac{13}{256}|0100\rangle+\frac{13}{256}|0101\rangle+$ $\frac{13}{256}|0110\rangle+\frac{13}{256}|0111\rangle+\frac{13}{256}|1000\rangle+\frac{13}{256}|1001\rangle+\frac{13}{256}|1010\rangle+\frac{251}{6256}|1011\rangle+\frac{13}{256}|1100\rangle+$ $\frac{13}{256}|1101\rangle+\frac{13}{256}|1110\rangle+\frac{13}{256}|1111\rangle$
Finally, to test Grover algorithm, we calculate the probability to find the state. We find:

$$
p=\left|\frac{251}{256}\right|^{2}=\left|\frac{63001}{65536}\right|=96 \%
$$

The chance of getting the result $|1011\rangle$, is around $96 \%$. and we observe that success probability after each iteration four qubits is as follows:
After the first iteration:

$$
p=\left|\frac{11}{16}\right|^{2}=\left|\frac{121}{256}\right|=47 \%
$$

After the second iteration:

$$
p=\left|\frac{61}{64}\right|^{2}=\left|\frac{3721}{4096}\right|=90 \%
$$

After the third iteration:

$$
p=\left|\frac{251}{256}\right|^{2}=\left|\frac{63001}{65536}\right|=96 \%
$$

## Chapter 3

## Cryptography and Contract Signing

### 3.1 Cryptography in General

When we want to keep information secret, we have two possible strategies: hide the existence of the information, or make it unintelligible (cryptography), see [33, pg. 4] .
Definition 3.1. Cryptography is the study of mathematical techniques related to aspects of information security such as confidentiality, data integrity, entity authentication, and data origin authentication.
The term cryptography comes from the two Greek words skrupto and graph, which, when literally translated, means "secret writing". Cryptography is the process of disguising the messages (information security) so that it can only be read by sender and receiver, in other words enabling sender and receiver to mask confidential messages and to make tranmitted data illegible to any unauthorized third party, (see [42]).

The branch of mathematics encompassing both cryptography and cryptanalysis (decrypting of information or breaking the cryptographic designs) is cryptology .

$$
\text { cryptology }=\text { cryptography }+ \text { cryptanalysis }
$$

A system to encrypt and decrypt information is known as cryptosystem.
Definition 3.2. Cryptosystem is a quintuple $(\mathcal{P} ; \mathcal{C} ; \mathcal{K} ; \mathcal{E} ; \mathcal{D})$ such that:

1. $\mathcal{P}, \mathcal{C}$, and $\mathcal{K}$ are finite sets, where

- $\mathcal{P}$ is the plain text space or clear text space,
- $\mathcal{C}$ is the cypher text space, and
- $\mathcal{K}$ is the key space.

Elements of $\mathcal{P}$ are referred to as plain text, and elements of $\mathcal{C}$ are referred to as cypher text. A message is a string of plain text symbols.
2. $\mathcal{E}=\left\{E_{k} \mid k \in \mathcal{K}\right\}$ is a family of functions $E_{k}: \mathcal{P} \rightarrow \mathcal{C}$ that are used for encryption, and $\mathcal{D}=\left\{D_{k} \mid k \in \mathcal{K}\right\}$ is a family of functions $D_{k}: \mathcal{C} \rightarrow \mathcal{P}$ that are used for decryption.
3. For each key $e \in \mathcal{K}$ there exists a key $d \in \mathcal{K}$ such that for each $p \in \mathcal{P}$ :

$$
D_{d}\left(E_{e}(p)\right)=p
$$

A cryptosystem is called symmetric if $d=e$ (the same key is used to encrypt and decrypt information), or if $d$ can at least be easily computed from $e$.
A cryptosystem is called asymmetric if $d \neq e$ (one key is used to encrypt and a different key to decrypt) and it is computationally infeasible in practice to compute $d$ from $e$. Here, $d$ is the private key and $e$ is the public key. Public key is known both to the sender and to the adversary, but only the receiver can decrypt cipher because he or she knows the secret private key, and the steps as follows:

1. The sender converts the message into ciphertext using an encryption system. private key + plaintext $\longrightarrow$ ciphertext
2. The receiver converts the ciphertext back into plaintext using a corresponding system.
private key + ciphertext $\longrightarrow$ plaintext

### 3.1.1 RSA Algorithm

The RSA algorithm was first published in 1977 by group of three scientists, namely Ron Rivest, Adi Shamir and Len Adleman. It is a form of asymmetric cryptography and is used to encrypt and decrypt in message communication for making the communication secure where one user (part) uses public key and other user uses secret (private key), see [2, pp. 48-50].

In order to understand RSA encryption we need the Euclidean Algorithm (Theorem 1), the method of successive squaring, Fermat's Little Theorem and the Chinese Remainder Theorem, see [14].

Definition 3.3. (Euler's Phi Function) Let $n$ be a positive integer. Eulers Phi Function, denoted $\phi(n)$, is the number of positive integers $\leq n$ which are relatively prime to $n$, computed as:

$$
\phi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right)
$$

For example $\phi(6)=6 \times\left(1-\frac{1}{2}\right) \times\left(1-\frac{1}{3}\right)=2$ because in the set $\{1,2,3,4,5,6\}$ only two numbers 1 and 5 are coprime to 6 .

Lemma 1. If $n$ is prime, then $\phi(n)=n-1$.
Proof. Let $n$ be a prime number. Since $n$ is prime, $1,2,3,4, \ldots, n-1$ are relatively prime to $n$. Therefore, $\phi(n)=n-1$.

If $p$ and $q$ are prime, then $\phi(p q)=\phi(p) \phi(q)=(p-1)(q-1)$.
Theorem 2. (Euler's Theorem) If a and $n$ are two relatively prime positive integers, then

$$
a^{\phi(n)} \equiv 1(\bmod n)
$$

For instance, when $p=3$ and $q=5$ then

$$
a^{8}=1(\bmod 15)
$$

for any integer $a$ that has no common divisior with $p q$; we verify that

$$
\begin{aligned}
& 2^{8}=1(\bmod 15) \\
& 4^{8}=1(\bmod 15) \\
& 7^{8}=1(\bmod 15)
\end{aligned}
$$

The particular case in which $n$ is a prime number $p$, Euler's theorem is called Fermat's Little Theorem.
We use the following Lemma to prove the Fermat's Little Theorem:
Lemma 2. For any prime p, we have

$$
(x+y)^{p}=x^{p}+y^{p} \bmod (p) .
$$

Theorem 3. (Fermat's Little Theorem) For any prime $p$ and any positive integer $a$,

$$
a^{p} \equiv a(\bmod p)
$$

Proof. There are several proofs using different techniques to prove the statement $a^{p} \equiv a(\bmod p)$ but the most straightforward way to prove this theorem is by applying the induction principle.
The proof is by induction on $a$. When $a=1$ is obviously true. $a^{p}=1^{p}=1=a$ so $1^{p} \equiv 1(\bmod p)$
Assume that $k^{p} \equiv k(\bmod p)$ (inductive hypothesis) and consider $(k+1)^{p}$. By the previous lemma, we have $(k+1)^{p} \equiv k^{p}+1^{p}(\bmod p)$ and inductive hypothesis gives:

$$
(k+1)^{p} \equiv(k+1)(\bmod p)
$$

By the principle of induction, it follows that $a^{p} \equiv a(\bmod p)$, for every positive integer $a$.

For instance, if $a=2$ and $p=7$, then we have, in fact, $2^{7-1}=2^{6}=64=1+9 \cdot 7 \equiv$ $1(\bmod 7)$.

Theorem 4. (Chinese Remainder Theorem)(see [10][pp. 194-207] and [8][p.147]) Let $m_{1}, m_{2}, \ldots, m_{n}$ be distinct positive integers such that $\operatorname{gcd}\left(m_{i}, m_{j}\right)=1$ if $i \neq j$. Then, for any integers $a_{1}, a_{2}, \ldots, a_{n}$, consider the simultaneous congruences

$$
\begin{gathered}
x \equiv a_{1}\left(\bmod m_{1}\right) \\
x \equiv a_{2}\left(\bmod m_{2}\right) \\
x \equiv a_{3}\left(\bmod m_{3}\right) \\
\vdots \\
x \equiv a_{n}\left(\bmod m_{n}\right)
\end{gathered}
$$

There exists an unique modulo solution of the system of simultaneous congruences above:

$$
x=a_{1} M_{1} y_{1}+a_{2} M_{2} y_{2}+\cdots+a_{n} M_{n} y_{n}(\bmod M)
$$

where $\quad M=m_{1} m_{2} \ldots m_{n}, M_{1}=\frac{M}{m_{1}}, \ldots, M_{n}=\frac{M}{m_{n}} \quad$ and $\quad M_{1} y_{1} \equiv 1\left(\bmod m_{1}\right)$, $\ldots, M_{n} y_{n} \equiv 1\left(\bmod m_{n}\right)$

Example 3.1. Find solutions to

$$
\begin{aligned}
& x \equiv 3(\bmod 5) \\
& x \equiv 7(\bmod 8) \\
& x \equiv 5(\bmod 7)
\end{aligned}
$$

## Solution:

We have $a_{1}=3, a_{2}=7, a_{2}=7, a_{3}=5, m_{1}=5, m_{2}=8, m_{3}=7$ and $M=$ $5 * 8 * 7=280$

$$
\begin{aligned}
& M_{1}=\frac{M}{m_{1}}=\frac{280}{5}=56 \\
& M_{2}=\frac{M}{m_{2}}=\frac{280}{8}=35 \\
& M_{3}=\frac{M}{m_{3}}=\frac{280}{7}=40
\end{aligned}
$$

we still need to find $y_{1}, y_{2}$ and $y_{3}$, so we need to solve the equation

$$
\begin{aligned}
& 56 y_{1} \equiv 1(\bmod 5) \\
& 56 y_{2} \equiv 1(\bmod 8) \\
& 40 y_{3} \equiv 1(\bmod 7)
\end{aligned}
$$

Therefore $y_{1}=1, y_{2}=3$ and $y_{3}=3$
Then

$$
x=\overbrace{\underbrace{(8 * 7) * 1 * 3}_{\equiv 3 \bmod 5}}^{\equiv 1 \bmod 5}+\overbrace{\underbrace{\equiv 1 \bmod 8}_{\equiv 7 \bmod 8} * 3 * 7}^{\equiv \overbrace{\underbrace{(5 * 8) * 3 * 5}_{\equiv 2 \bmod 7}}^{\equiv 1 \bmod 7}}
$$

The RSA algorithm involves three steps (see [2][pp. 15,16] and [41][pp. 165-168]): key generation, encryption and decryption:

### 3.1.1.1 Key Generation:

1. We begin by choosing two large prime numbers, $p$ and $q$.
2. We compute $n=p \times q$.
3. We compute the Euler's function $\varphi(n)=\varphi(p) \varphi(q)=(p-1)(q-1)$.
4. Next we choose a small number $e$ such that $\operatorname{gcd}(e, \varphi(n))=1$ and find $d$ such that $e d=1 \bmod \varphi(n)$, in other words $d=e^{-1} \bmod (\varphi(n))$.
5. We now have two key values:

The public key: $(n, e)$
The private key: $(n, d)$

### 3.1.1.2 Encryption and Decryption:

1. To encrypt a message $m$ so it results in ciphertext $c$ we use the following: $c=m^{e} \bmod n \quad$ (remember encryption is done with the public key)
2. To decrypt a message $c$ so it results in plaintext $c$ we use the following:

$$
m=c^{d} \bmod n \quad \text { (remember decryption is done with private key) }
$$

Theorem 5. (The correctness of the RSA algorithm). (see [22])
Let $m, c, n, e, d$ be plaintext, ciphertext, encryption exponent and modules respectively, then

$$
\begin{aligned}
c & =m^{e} \bmod n \\
m & =c^{d} \bmod n
\end{aligned}
$$

So

$$
c^{d}=m \bmod n
$$

Proof. Follows from Euler's theorem:

$$
a^{\phi(n)} \equiv 1(\bmod n)
$$

since we have $e d=1 \bmod \phi(n) \Longrightarrow e d=k \phi(n)+1$ for some integer $k$, we can write

$$
\begin{aligned}
c^{d} & =\left(m^{e}\right)^{d} \bmod n \\
& =m^{e d} \bmod n \\
& =m^{k \phi(n)+1} \bmod n \\
& =m \cdot\left(m^{\phi(n}\right)^{k} \bmod n \\
& =m \cdot 1^{k} \bmod n \\
& =m \bmod n
\end{aligned}
$$

So now that we know the theory behind how RSA encryption works, lets consider one example.

Example 3.2. Take two large primes: $p=37, q=23$
The product of $p$ and $q$ is $n$, in our case:

$$
n=p \times q=37 \times 23=851
$$

The Euler's phi function, $\phi(n)$ is calculated below:

$$
\varphi(n)=\varphi(p) \varphi(q)=(p-1)(q-1)=36 \times 22=792
$$

Now we have to choose $e=5$ such that $e<n$ and $\operatorname{gcd}(e, \varphi(n))=1$. We can use 5 , as $5<851$ and $\operatorname{gcd}(5,792)=1$. The pair $(e, n)$ is our public key that is used
to encrypt messages, so the private key key: $(n, e)=(851,5)$
We must find a number such that: ed $=1 \bmod \varphi(n)$ using Euclid's algorithm, we get $d=317$. So the private key: $(n, d)=(851,317)$.
Suppose the plaintext value $m$ is 88 then,
For encryption: sender wishes to send to receiver the message m, sender computes ciphertext as $c=m^{e} \bmod n$ and sends it to receiver:
Here we use the Chinese Remainder theorem, an easy way to solve med $n$ (Ciphertext)

$$
\begin{aligned}
c & =m^{e} \bmod n \\
& =88^{5} \bmod 851 \\
& =103
\end{aligned}
$$

For decryption:
receiver gets the ciphertext from sender:

$$
\begin{aligned}
m & =c^{d} \bmod n \\
& =103^{317} \bmod 851 \\
& =88
\end{aligned}
$$

reciver knows the message is 88 .

### 3.2 Digital Signatures

One way, in which RSA algorithm (or public key cryptography) is used, is for digital signatures. They provide an authentication mechanism that adds to a message a code, a signature, which corresponds to a message, but can be linked to the author.

In a way, it is public key cryptography in reverse - it uses private key for encryption, but public key for decryption.

Each digital signature requires three elements.

- Way to generate keys, at random. A private and a public key are generated.
- Way to sign a message, i.e. attach a small signature corresponding to each given message and private key.
- Way to verify the signature, i.e. using a public key and signed message, checks signature's authenticity.

Example 3.3. Consider RSA protocol, but in reverse, i.e. such that key for encoding e is private, and key for decoding d is public. Then a signature would be computed as

$$
s=m^{e}(\bmod N),
$$

and can be checked using $d$ by comparing $s^{d}(\bmod N)$ and $m$.

The signer sends some message, $M$, and appends his signature $s$, using shortened version of message, $m=h(M)$, computed according to some publicly known function $h$, usually a function which is easy to compute but difficult to reverse, like so called hash functions.

### 3.3 Quantum Cryptography and Quantum Key Distribution

Quantum mechanics has some natural advantages for cryptography. For example, random numbers are generated by measurements, and there is no need for pseudorandom generators. This was noted in 1984. by Charles Bennett and Gilles Brassard (see [47]), who proposed the first quantum cryptography protocol, known as BB84.

This is a protocol for distribution of keys between two parties, Alice and Bob. The key is a $n$-bit sequence $k$. The message $m$ is transformed to ciphertext $c$ by bitwise addition, $c=m+k(\bmod 2)$, and then the plaintext is recovered as $m=p=c+k(\bmod 2)$ by bitwise addition of key bits.

To distribute the secret key between Alice and Bob, in BB84 EPR states are used. To protect against the third party eavesdropping, a $N$ pairs of entangled qubits are used, where $N>n$. Each qubit is shared as an EPR state

$$
\begin{aligned}
\left|\psi^{+}\right\rangle & =\frac{1}{\sqrt{2}}\left(|0\rangle_{1}|1\rangle_{2}+|1\rangle_{1}|0\rangle_{2}\right) \\
& =\frac{1}{\sqrt{2}}\left(|+\rangle_{1}|-\rangle_{2}+|-\rangle_{1}|+\rangle_{2}\right)
\end{aligned}
$$

Where $\{|+\rangle,|-\rangle\}$ will be the the "reject basis", $\{|0\rangle,|1\rangle\}$ will be the the "accept basis"

The accept observable

$$
\hat{A}=1 .|1\rangle\langle 1|+0 .|0\rangle\langle 0|
$$

and the reject observable

$$
\hat{R}=1 .|+\rangle\langle+|+0 .|-\rangle\langle-|
$$

To generate a key, Alice chooses for each qubit either basis $\hat{A}$ or basis $\hat{R}$ to measure, and announces her choice publicly. Then Bob measures the same basis on his corresponding qubits, and gets to know results that Alice got. Out of the measured $N$ qubits, randomly and publicly chosen $n$ are used to get a secret shared key, and the remaining $N-n$ are compared, again publicly. If they do not match, that is used as evidence of eavesdropping, and in that case everything is repeated. The proof of security of BB84 was obtained much later, see for instance paper [47].

### 3.4 Contract Signing

Contract signing is a legal process, in which two parties (Alice and Bob) make a binding agreement. In law, it is defined in the following way:

Definition 3.4. Contract is a legally binding agreement made between two or more parties who intend it to have legal effect and for which the law will provide a remedy in the event of breach (see [19, pp. 3-16],[11, pp. 194-198]) .

The agreement can be formal, informal, written, oral or just plain understood. Some contracts are required to be in writing in order to be enforced. Legal terminology distinguishes offeror the party who makes an offer to enter in to a contract, and offeree the party to whom an offer to inter into a contract is made ,see [27, p. 375] .

The necessary essential elements to form a binding contract are usually described as:

1. An offer: is a proposal by one party (the offeror) to do or to give something and accepted by another party (the offeree).
2. An acceptance: To binding contract, there must be an acceptance of the offer and it is done by compliance with the terms of the offer by the party receiving the offer (offeree). Both of them (offer and acceptance) are called "mutual assent" means there must meeting of minds.
The objective of the contract must be for a legal purpose. For example, a contract for illegal distribution of weapons is not a binding contract because the purpose for which it exists is not legal. if the parties violate the law.the contract will deemed to be "void" .
3. Consideration, i.e. something of value offered by offeror and accepted by offeree.
4. Competent Parties:
meaning the parties who are legally qualified (that is, have the capacity) to make a binding contractual agreement, see [9, pp. 353-356] .

If the contract complies with all essential elements, it is a valid contract, if the has no legal effect at all then the contract is a void, see [15, p. 191].

Traditionally, paper-based contracts are signed by the transacting parties who need to be present at the same place and at the same time. Each party signs a copy of the contract and exchange signed papers, so that every party gets a copy of the signed contract.

When parties involved are physically far apart, alternative in this case signing an electronic/digital signature contract. However, that poses a problem: one party can get commitment from other party (a copy of the contract with her/his signature on it) without committing himself (Cheater). The solution to this problem is to get a fair and viable contract signing protocol by involving a trusted third party (TTP), which we will call Trent, to which both signers always send their signatures directly to it, see [29, p. 367].

Definition 3.5. Fair protocol means that either both parties get each others' commitment or none gets.

An unfair protocol is one in which one party has proof of commitment from the other, but does not commit itself. Thus, for instance in stock market, one party may want to buy futures or options, without commiting to the contract if the events on the maket do not go to its advantage. Naturally, this is a highly undesirable situation.

Definition 3.6. Viable protocol is one where, if both parties behave honestly, they will both get each others' commitments.

It can be shown that it is impossible to design a fair and viable contract signing protocol, without involving the trusted party (i.e. Alice and Bob have to rely on Trent).
However, it is desirable to involve Trent (i.e. a trusted third party) as little as possible.

Definition 3.7. Optimistic protocols are protocols in which the third trusted party in involved only when one party is cheating or the communication is interrupted.

In optimistic protocols, Alice and Bob exchange messages, so that in the end both parties will end up with signed contract. However, if there is a disruption or evidence of cheating, the parties have an option to invoke Trent, who would then bind the contract, assuring fairness.

Some protocols are only probabilisticaly fair, i.e. there is a small probability of advantage to one party. Such protocols have been designed using clasicall cryptography, which are both optimistic and probabilisticaly fair.

In classical cryptography, contract signing relies on digital signatures. However, using peculiarities of quantum mechanics, it is possible to design quantum contract signing protocols which do not rely on signed messages, see [39].

## Chapter 4

## Asymptotics of Quantum Contract Signing

### 4.1 Paunković-Bouda-Mateus Protocol

The idea of quantum contract signing is to use a pair of non-commuting observables (quantum complementarity), and inherent properties of quantum mechanics, to achieve a probabilistically fair, viable and optimistic protocol, without reliance on the digital signatures.

In [39], the following protocol is proposed for that purpose. Trent, a trusted third party, sends to Alice and Bob in initialisation phase, $N$ qubits each, and classical data about the qubits received by the other party. In exchange phase, Alice and Bob make measurements of their choice on their qubits, and send the results to the other party in alternating turns. This phase does not involve Trent (protocol is optimistic). However, if the exchange is interrupted or there is evidence of cheating, they have an option to invoke Trent again. In this case binding phase occurs. They present to Trent their results of measurements and claims about which observables they measured. Trent then decides if the contract is a void, or if it is bound by the presented results. The idea is, that the party which was honest, has a way to enforce the contract (i.e. bind it) or reject it, the moment it notices a problem (i.e. evidence of cheating by the other party).
Let
and

Thus, $\{|+\rangle,|-\rangle\}$ is an alternative orthonormal qubit frame. We will call this frame the "reject basis", while $\{|0\rangle,|1\rangle\}$ will be the "accept basis". Define

$$
\begin{aligned}
& \hat{A}=1 \cdot|1\rangle\langle 1|+0 \cdot|0\rangle\langle 0| \\
& \hat{R}=1 \cdot|+\rangle\langle+|+0 \cdot|-\rangle\langle-|
\end{aligned}
$$

to be the corresponding accept and reject observables.

- In the initialization phase, Trent chooses, at random, $N$ qubits, out of the set
 the same set to Bob. In addition, Trent lets Alice know which qubits are sent to Bob, and lets Bob know which qubits are sent to Alice. Thus, Alice has $N$ qubits but does not know (without performing measurement) which ones she has, while Bob knows which qubits are sent to her, and vice versa.
- In the exchange phase, Trent is not involved. If Alice wants to accept the contract, she will measure her first qubit in the accept basis (i.e. measure obserable $\hat{A}$ on her first qubit), and send result to Bob. If she wants to reject the contract, she will measure $\hat{R}$ instead. Then Bob reciprociates, by measuring either accept or reject observable on his first qubit, and sends result to Alice. The process continues untill all $N$ qubits are measured.
- Note that roughly half of the qubits sent to each Alice and Bob are in reject, and half in accept basis. Thus, parties can note what the other party is measuring, by comparing the results sent to them on the qubits which are in the corresponding basis, when there should be a perfect agreement with the classical information sent by Trent. Thus, if both parties are honest and want to accept the contract, they will note this and do not need to invoke Trent (i.e. protocol is viable). However, if they notice that there is evidence of cheating (for instance, change in basis being measured), they have an option to stop communication, and proceed to binding. In this case, they will have an option to try to bind contract, by measuring all the remaining qubits in the accept basis, or refuse the contract, by measuring all the remaining qubits in the reject basis. After that they send all of their results to Trent, together with information about which observables they measured.
- In the binding phase, when it occurs, Trent makes the ultimate decision if the contract is binding, or rejected/void. In order to do that, Trent will get results of the measurement on all of their qubits by both Alice and Bob. Then he choses, according to a pre-defined (by the protocol, this is something defined in advance) probability distribution a number $\alpha$ between $1 / 2$ and 1 . The contract is binding to both parties, if at least a fraction $\alpha$ of Alice's qubits from accept basis are measured correctly, and also less that $\alpha$ fraction of Bob's reject qubits are measured correctly by Bob, or vice versa. If there is evidence that Alice cheated (did not measure the basis she reported she did), only Bob's results will count, and similarily if Bob cheated, only Alice will be taken into account. In all other cases, contract is declared invalid.
Paunković, Bouda and Mateus have shown that protocol is viable and proabilistically fair, and that probability of cheating can be made arbitrarily small. They have hypothesized that as $N$ goes to infinity, probability of cheating goes to zero as $N^{-1 / 2}$, but have shown this only by numerical evidence.
The probability of cheating, computed in [39], depends on the strategy of the cheating party. Namely, out of $N$ qubits, a number of them, say $m$, can be measured in the attempt to cheat, and thus strategies of cheating that they considered are indexed by a number $m$. For given $m$, and $\alpha$ chosen by Trent, probability of successful cheating is then given by:

$$
\begin{equation*}
P_{c h}(m ; \alpha)=P_{R}(m ; \alpha)\left(1-P_{R}(m ; \alpha)\right) \tag{4.1}
\end{equation*}
$$

for a given $m$ between 0 and $N$, and $\alpha \in(0.5,1)$, where $P_{R}(m ; \alpha)$, the expected probability to reject contract is:

$$
\begin{equation*}
P_{R}(m ; \alpha)=\sum_{N_{R}=0}^{N} q\left(N_{R}\right) P_{1}\left(m ; \alpha, N_{R}\right) \tag{4.2}
\end{equation*}
$$

Here $q\left(N_{R}\right)$ is the probability to have exactly $N_{R}$ states from the reject basis:

$$
q\left(N_{R}\right)=2^{-N}\binom{N}{N_{R}}, \sum_{N_{R}=0}^{N} q\left(N_{R}\right)=\sum_{N_{R}=0}^{N} 2^{-N}\binom{N}{N_{R}}=1
$$

and $P_{1}\left(m ; \alpha, N_{R}\right)$ is the probability to (be able to) reject the contract.

$$
\begin{equation*}
P_{1}\left(m ; \alpha, N_{R}\right)=\sum_{n=n^{\prime}}^{m^{\prime}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right) \tag{4.3}
\end{equation*}
$$

Here $\quad n^{\prime}=\left\{\begin{array}{ll}m-N_{R} & \text { if } m \geq N_{R} \\ 0 & \text { otherwise }\end{array}, \quad m^{\prime}= \begin{cases}N_{R} & \text { if } m \geq N_{R} \\ m & \text { otherwise }\end{cases}\right.$

$$
\begin{equation*}
P_{2}\left(n ; m, N_{R}\right)=\binom{m}{n}\binom{N-m}{N_{R}-n}\binom{N}{N_{R}}^{-1} \tag{4.4}
\end{equation*}
$$

$$
\begin{equation*}
P_{3}\left(n ; \alpha, N_{R}\right)=2^{-n} \sum_{i=0}^{T}\binom{n}{i} \tag{4.5}
\end{equation*}
$$

$T= \begin{cases}n & \text { if } n<(1-\alpha) N_{R} \\ (1-\alpha) N_{R} & \text { otherwise }\end{cases}$
Note that these values are of various probabilities, and between 0 and 1.
Finally, if $p(\alpha)$ is Trent's probability distribution for choosing $\alpha$, probability of cheating for cheater strategy indexed by $m$ is given by

$$
P_{c h}(m)=\int p(\alpha) P_{c h}(m ; \alpha) d \alpha
$$

and one wants to estimate maximum of this over all $m$ between 0 and $N$, which represents the maximal probability of cheating.

### 4.2 Necessity of Parameter Randomization

It turns out that for probability of cheating to go to zero, Trent's random choice of $\alpha$ according to some non-singular probability distribution $p(\alpha)$ is essential. If $\alpha$ were known in advance, Alice (or Bob) could chose $m$ accordingly, and make probability of cheating as much as $25 \%$, no matter how large $N$ is.

This illustrates why we have to assume that $p(\alpha)$ is a bounded probability density, or at least that no single value $\alpha$ is chosen with non-zero probability.
This is because of the following result (see [28]).

Theorem 6. For any fixed $\alpha \in(0.5,1)$ and $\varepsilon<0.25$, maximum over all $m$ between 0 and $N$ of $P_{c h}(m ; \alpha)$ will be greater than $\varepsilon$ if $N$ is large enough. Moreover, $P_{c h}(2(1-\alpha) N ; \alpha)$ tends to $1 / 4$ as $N$ goes to infinity.

Proof. We will set $m=2(1-\alpha) N$ in equation (4.1), or integer part of that (we shall omit the integer part according to our notation convention, for brevity). Subsequently the probability to cheat is given by:

$$
\begin{equation*}
P_{c h}(2(1-\alpha) N ; \alpha)=P_{R}(2(1-\alpha) N ; \alpha)\left(1-P_{R}(2(1-\alpha) N ; \alpha)\right) \tag{4.6}
\end{equation*}
$$

We will show that $P_{R}(2(1-\alpha) N ; \alpha)$ tends to $1 / 2$ as $N$ goes to infinity, and this will prove our result, as the maximum of the function $x(1-x)$ is $1 / 4$, achieved at $x=1 / 2$. For convenience of the estimates, we will introduce a number $c$, and assume $N \gg c^{2}$, and prove that the limit is $1 / 2$ when both $c$ and $N$ tend to infinity; we may think of this limit as a repeated limit of $P_{R}, \lim _{c \rightarrow \infty} \lim _{N \rightarrow \infty} P_{R}$, or of its estimates (which may in fact depend on $c$ ).
The expected probability to reject contract $P_{R}(2(1-\alpha) N ; \alpha)$ is:

$$
\begin{align*}
P_{R}(2(1-\alpha) N ; \alpha)= & \sum_{\frac{N}{2}-c \sqrt{N}<N_{R}<\frac{N}{2}+c \sqrt{N}} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right)  \tag{4.7}\\
& +\sum_{N_{R}=0}^{\frac{N}{2}-c \sqrt{N}} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right)  \tag{4.8}\\
& +\sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right) \tag{4.9}
\end{align*}
$$

Here $\quad 0 \leq P_{R}(2(1-\alpha) N ; \alpha) \leq 1, q\left(N_{R}\right)$ is the probability to have exactly $N_{R}$ states from the reject basis: $q\left(N_{R}\right)=2^{-N}\binom{N}{N_{R}}, \sum_{N_{R}=0}^{N} q\left(N_{R}\right)=\sum_{N_{R}=0}^{N} 2^{-N}\binom{N}{N_{R}}=$ 1.

We can use Hoeffding's inequality, see [20], for binomial distribution

$$
\begin{equation*}
2^{-n} \sum_{i=0}^{n(1 / 2-\epsilon)}\binom{n}{i} \leq e^{-2 \epsilon^{2} n}, \quad 2^{-n} \sum_{i=0}^{n(1 / 2+\epsilon)}\binom{n}{i} \geq 1-e^{-2 \epsilon^{2} n} \tag{4.10}
\end{equation*}
$$

to estimate the last two sums:

$$
\begin{aligned}
\sum_{N_{R}=0}^{\frac{N}{2}-c \sqrt{N}} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right) & \leq \sum_{N_{R}=0}^{\frac{N}{2}-c \sqrt{N}} q\left(N_{R}\right) \\
\sum_{N_{R}=0}^{\frac{N}{2}-c \sqrt{N}} q\left(N_{R}\right) & =2^{-N} \sum_{N_{R}=0}^{N\left(\frac{1}{2}-\frac{c}{\sqrt{N}}\right)}\binom{N}{N_{R}} \leq e^{-2 \frac{c^{2} N}{N}}=e^{-2 c^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right) & \leq \sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right) \\
\sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right) & =1-\left(\sum_{N_{R}=0}^{\frac{N}{2}+c \sqrt{N}} q\left(N_{R}\right)\right) \\
\sum_{N_{R}=0}^{\frac{N}{N}+c \sqrt{N}} q\left(N_{R}\right) & =2^{-N} \sum_{N_{R}=0}^{\frac{N}{2}+c \sqrt{N}}\binom{N}{N_{R}} \\
& =2^{-N} \sum_{N_{R}=0}^{N\left(\frac{1}{2}+\frac{c}{\sqrt{N}}\right)}\binom{N}{N_{R}} \geq 1-e^{-2 c^{2}}
\end{aligned}
$$

Thus,

$$
\sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right)=1-\left(\sum_{N_{R}=0}^{\frac{N}{2}+c \sqrt{N}} q\left(N_{R}\right)\right) \geq 1-\left(1-e^{-2 c^{2}}\right)=e^{-2 c^{2}}
$$

Then,
$\sum_{N_{R}=0}^{\frac{N}{2}-c \sqrt{N}} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right)+\sum_{N_{R} \geq \frac{N}{2}+c \sqrt{N}}^{N} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right) \leq 2 e^{-2 c^{2}}$
So, we can rewrite $P_{R}(2(1-\alpha) N ; \alpha)$ using the last inequality to get, as $c$ goes to infinity:

$$
P_{R}(2(1-\alpha) N ; \alpha)=\sum_{\frac{N}{2}-c \sqrt{N}<N_{R}<\frac{N}{2}+c \sqrt{N}} q\left(N_{R}\right) P_{1}\left(2(1-\alpha) N ; \alpha, N_{R}\right)+o(1)
$$

Note that in the formula (4.3), for our chosen value of $m=2(1-\alpha) N$, value $m / 2$ will be between $n^{\prime}$ and $m^{\prime}$, when $\frac{N}{2}-c \sqrt{N}<N_{R}<\frac{N}{2}+c \sqrt{N}$, for fixed $c$ if $N$ is large enough.
Note also that if $\frac{m}{2}-3 c \sqrt{N}<n<\frac{m}{2}+3 c \sqrt{N}$, we can substitute $\sqrt{N}$ with $\sqrt{\frac{m}{2(1-\alpha)}}$ to obtain $\frac{m}{2}-q \sqrt{m}<n<\frac{m}{2}+q \sqrt{m}$, where $q=3 c / \sqrt{2(1-\alpha)}$, and the whole interval will be between $n^{\prime}$ and $m^{\prime}$ for fixed $c$ if $N$ is large enough, so

$$
\begin{align*}
P_{1}\left(m ; \alpha, N_{R}\right) & =\sum_{\substack{\frac{m}{2}-q \sqrt{m}<n<\frac{m}{2}+q \sqrt{m}}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right)  \tag{4.11}\\
& +\sum_{n=n^{\prime}}^{\frac{m}{2}-q \sqrt{m}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right)  \tag{4.12}\\
& +\sum_{n \geq \frac{m}{2}+q \sqrt{m}}^{m^{\prime}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right) \tag{4.13}
\end{align*}
$$

We will again prove that the last two sums are $o(1)$. Recall that

$$
\begin{equation*}
P_{2}\left(n ; m, N_{R}\right)=\binom{m}{n}\binom{N-m}{N_{R}-n}\binom{N}{N_{R}}^{-1} \tag{4.14}
\end{equation*}
$$

Hence, $\sum_{n=0}^{m} P_{2}\left(n ; m, N_{R}\right)=1$, as a probability distribution, corresponding to probabilities that among the $N_{R}$ uniformly chosen different natural numbers from 1 to $N$ there are exactly $n$ no larger than $m$. Also $P_{3}$ is between 0 and 1 , so we will estimate tails of the distribution $P_{2}$.
We will use the following version of normal approximation to the binomial distribution, see [46]:

$$
\binom{k}{k / 2-l} \frac{1}{2^{k+1}}=\frac{e^{-2 l^{2} / k}}{\sqrt{2 \pi k}}+O\left(\frac{1}{k^{3 / 2}}\right) .
$$

Note that in the last two sums of (4.13), $|n-m / 2| \geq 3 c \sqrt{N}$, and moreover, since other values of $N_{R}$ are part of $o(1)$ terms in (4.9), $\frac{N}{2}-c \sqrt{N}<N_{R}<\frac{N}{2}+c \sqrt{N}$. From this follows that

$$
\begin{array}{r}
\binom{m}{n}\binom{N}{N_{R}}^{-1} \leq \\
=\binom{m}{m / 2}\binom{N}{N / 2-c \sqrt{N}}^{-1}=\left(2^{m} / \sqrt{m}\right) /\left(2^{N}\left(e^{-2 c^{2}} / \sqrt{N}\right)\right)\left(1+O\left(\frac{1}{N}\right)\right) \\
=2^{m-N}\left(e^{2 c^{2}} \sqrt{\frac{N}{m}}\right)\left(1+O\left(\frac{1}{N}\right)\right)=2^{m-N} e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right)
\end{array}
$$

Using this, we get

$$
\begin{array}{r}
\sum_{\frac{m}{2}+q \sqrt{m}}^{m^{\prime}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right) \leq \sum_{\frac{m}{2}+q \sqrt{m}}^{m^{\prime}} P_{2}\left(n ; m, N_{R}\right) \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot 2^{-(N-m)} \sum_{m^{\frac{m}{2}+3 c \sqrt{N}}}^{m^{\prime}}\binom{N-m}{N_{R}-n} \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot 2^{-(N-m)} \sum_{k=0}^{\frac{N-m}{2}-2 c \sqrt{N}}\binom{N-m}{k} \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot e^{-8 c^{2} \frac{N}{N-m}} \leq e^{-6 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right)=o(1)
\end{array}
$$

as $c$ goes to infinity, where we applied the Hoeffding's inequality to get the last line.

Similarly, we get

$$
\begin{array}{r}
\sum_{n=n^{\prime}}^{\frac{m}{2}-q \sqrt{m}} P_{2}\left(n ; m, N_{R}\right) P_{3}\left(n ; \alpha, N_{R}\right) \leq \sum_{n=n^{\prime}}^{\frac{m}{2}-q \sqrt{m}} P_{2}\left(n ; m, N_{R}\right) \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot 2^{-(N-m)} \sum_{n=n^{\prime}}^{\frac{m}{2}-3 c \sqrt{N}}\binom{N-m}{N_{R}-n} \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot 2^{-(N-m)} \sum_{k \geq \frac{N-m}{2}+2 c \sqrt{N}}^{N-m}\binom{N-m}{k} \\
\leq e^{2 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right) \cdot e^{-8 c^{2} \frac{N}{N-m}} \leq e^{-6 c^{2}} / \sqrt{2(1-\alpha)}\left(1+O\left(\frac{1}{N}\right)\right)=o(1) .
\end{array}
$$

Moreover, from these calculations we see that

$$
\sum_{\frac{m}{2}-q \sqrt{m}<n<\frac{m}{2}+q \sqrt{m}} P_{2}\left(n ; m, N_{R}\right)=1+o(1)
$$

Note that $\binom{m}{n}=\binom{m}{m-n},\binom{N-m}{N_{R}-n}=\binom{N-m}{\left(N-N_{R}\right)-(m-n)}$ and $\binom{N}{N_{R}}^{-1}=\binom{N}{N-N_{R}}^{-1}$ from symmetry of binomial coefficients, so

$$
P_{2}\left(n ; m, N_{R}\right)=P_{2}\left((m-n) ; m, N-N_{R}\right)
$$

Similarly, $q\left(N_{R}\right)=q\left(N-N_{R}\right)$.
We want to show that $P_{3}\left(n ; \alpha, N_{R}\right)+P_{3}\left((m-n) ; \alpha, N-N_{R}\right)=1+o(1)$, for fixed $c$ but as $N$ goes to infinity, under restrictions on $N_{R}$ and $n$, namely, $\frac{N}{2}-c \sqrt{N}<$ $N_{R}<\frac{N}{2}+c \sqrt{N}$ and $\frac{m}{2}-q \sqrt{m}<n<\frac{m}{2}+q \sqrt{m}$, as we only consider first sums in (4.9) and (4.13). Such pairing will then help us prove that limit of $P_{R}$ is indeed $1 / 2$.
We will again use normal approximation to binomial distribution, i.e. as $N$ goes to infinity ( $c$, on which restrictions depend, is fixed), we have:

$$
\begin{gathered}
P_{3}\left(n ; m, N_{R}\right)=2^{-n} \sum_{i=0}^{T_{1}}\binom{n}{i}=\frac{1}{2}\left(1+\operatorname{erf}\left(y_{1}\right)\right)+o(1), \\
P_{3}\left((m-n) ; m,\left(N-N_{R}\right)\right)=2^{-(m-n)} \sum_{i=0}^{T_{2}}\binom{m-n}{i}=\frac{1}{2}\left(1+\operatorname{erf}\left(y_{2}\right)\right)+o(1)
\end{gathered}
$$

where, under our restrictions on $N_{R}$ and $n, T_{1}=(1-\alpha) N_{R}, T_{2}=(1-\alpha)(N-$ $N_{R}$ ), with the corresponding values $y_{1}=\frac{\frac{T_{1}}{n}-\frac{1}{2}}{\frac{1}{2 \sqrt{n}} \sqrt{2}}$ and $y_{2}=\frac{\frac{T_{2}}{m-n}-\frac{1}{2}}{\frac{1}{2 \sqrt{m-n}} \sqrt{2}}$.
Thus, to prove $P_{3}\left(n ; \alpha, N_{R}\right)+P_{3}\left(n ; \alpha, N-N_{R}\right)=1+o(1)$ it is enough to show $y_{1}+y_{2}=o(1)$ as $N$ goes to infinity, as the function erf is odd and smooth with bounded derivative in $\mathbb{R}$.

$$
\begin{aligned}
y_{1}+y_{2} & =\left(\frac{\frac{T_{1}}{n}-\frac{1}{2}}{\frac{1}{2 \sqrt{n}} \sqrt{2}}\right)+\left(\frac{\frac{T_{2}}{m-n}-\frac{1}{2}}{\frac{1}{2 \sqrt{m-n}} \sqrt{2}}\right) \\
& =\left(\frac{T_{1}}{n}-\frac{1}{2}\right) \sqrt{2} \sqrt{n}+\left(\frac{T_{2}}{m-n}-\frac{1}{2}\right) \sqrt{2} \sqrt{m-n}
\end{aligned}
$$

Set $n=\frac{m}{2}+k, \quad-q \sqrt{m}<k<q \sqrt{m}$ and $N_{R}=\frac{N}{2}+A, \quad-c \sqrt{N}<A<c \sqrt{N}$. After some algebraic manipulations, we get

$$
\begin{aligned}
y_{1}+y_{2}= & \sqrt{2}\left(\frac{(1-\alpha)\left(\frac{N}{2}+A\right)-\frac{1}{2}((1-\alpha) N+k)}{\sqrt{(1-\alpha) N+k}}\right. \\
& \left.+\frac{(1-\alpha)\left(\frac{N}{2}-A\right)-\frac{1}{2}((1-\alpha) N-k)}{\sqrt{(1-\alpha) N-k}}\right) \\
= & \sqrt{2}\left(\frac{(1-\alpha) A-k}{\sqrt{(1-\alpha) N+k}}+\frac{-(1-\alpha) A+k}{\sqrt{(1-\alpha) N-k}}\right) \\
= & \sqrt{2}((1-\alpha) A-k)\left(\frac{1}{\sqrt{(1-\alpha) N+k}}-\frac{1}{\sqrt{(1-\alpha) N-k}}\right) \\
= & \sqrt{2}((1-\alpha) A-k)\left(\frac{\sqrt{(1-\alpha) N-k}-\sqrt{(1-\alpha) N+k}}{\sqrt{(1-\alpha)^{2} N^{2}-k^{2}}}\right) \\
= & \sqrt{2}((1-\alpha) A-k)\left(\frac{\sqrt{(1-\alpha) N}\left(\sqrt{1-\frac{k}{(1-\alpha) N}}-\sqrt{1+\frac{k}{(1-\alpha) N}}\right.}{\sqrt{(1-\alpha)^{2} N^{2}-k^{2}}}\right)
\end{aligned}
$$

Using Taylor series expansion for $\sqrt{1-\frac{k}{(1-\alpha) N}}$ and $\sqrt{1+\frac{k}{(1-\alpha) N}}$ we get

$$
\begin{aligned}
y_{1}+y_{2}= & \sqrt{2} \sqrt{(1-\alpha) N}((1-\alpha) A-k) \times \\
& \left(\frac{\left(1-\frac{1}{2} \frac{k}{(1-\alpha) N}+O\left(\frac{k^{2}}{N^{2}}\right)\right)-\left(1+\frac{1}{2} \frac{k}{(1-\alpha) N}+O\left(\frac{k^{2}}{N^{2}}\right)\right)}{\sqrt{(1-\alpha)^{2} N^{2}-k^{2}}}\right) \\
= & \sqrt{2} \sqrt{(1-\alpha) N}((1-\alpha) A-k)\left(\frac{\frac{-k}{(1-\alpha) N}(1+o(1))}{\sqrt{(1-\alpha)^{2} N^{2}-k^{2}}}\right) .
\end{aligned}
$$

Using that both $A$ and $k$ are $O(\sqrt{N})$, we finally get $y_{1}+y_{2}=O(1 / \sqrt{N})=o(1)$.
So in this case we have $P_{3}\left(n ; \alpha, N_{R}\right)+P_{3}\left((m-n) ; \alpha, N-N_{R}\right)=1+o(1)$, and for fixed $c$, convergence is uniform on the interval of restriction for $N_{R}$ and $n$, as $N$ goes to infinity.

Using our pairing, and considering the first, main sum of (4.9), and of (4.13), we see that indeed $P_{R}$ is $1 / 2+o(1)$ as both $c$ and $N$ tend to infinity.

### 4.3 Asymptotic behaviour

For large $N, q\left(N_{R}\right)$ will be approximated by the Gaussian distribution with mean $N / 2$ and standard deviation proportional to $\sqrt{N}$. Thus, to value of probability $P_{R}(m ; \alpha)$, only $P_{R}\left(m, \alpha ; N_{R}\right)$ with $N_{R}$ around $N / 2$ will contribute, and with fixed weight on intervals of the form $(N / 2-c \sqrt{N}, N / 2+c \sqrt{N})$. Similar logic shows that if $n$ not close to $m / 2$, the probabilities will vanish. Also, if $T$ is less than $n / 2$ function $P_{3}$ will be close to 0 , and if it is larger than $n / 2$, it becomes close to 1 . This gives that for a fixed $\alpha$, function $P_{R}(m, \alpha)$ is close to 0 , when $m$ is greater than $2(1-\alpha) N$ and close to one when $m$ is less than that, i.e. $2(1-\alpha) N$ is a treshold value for $m$ with width of transition proportional, roughly speaking, to $\sqrt{N}$. In the previous chapter, when $\alpha$ is fixed, we have seen that taking value $m$ to be $2(1-\alpha) N$, or close to it, will give a value of $P_{R}(m ; \alpha)$ close to $1 / 2$. Away from $2(1-\alpha) N, P_{R}$ becomes close to either 0 or 1 , and $P_{c h}=P_{R}\left(1-P_{R}\right)$ is close to zero. In fact, have the following useful estimate (see [6]):

Theorem 7. There is a constant $C$ such that if $|m-2(1-\alpha) N|>x \sqrt{N}$, then $P_{c h}(m, \alpha ; N)<C e^{-x^{2} / 128}$, where $\alpha \in(1 / 2,1), 0 \leq m \leq N$.

Proof. Note that when $\left|N_{R}-N / 2\right|>x \sqrt{N} / 16$, we have that by Hoeffding's inequality,

$$
\begin{equation*}
\sum_{N_{R},\left|N_{R}-N / 2\right|>x \sqrt{N} / 16} 2^{-N}\binom{N}{N_{R}}<2 e^{-x^{2} / 128} \tag{4.15}
\end{equation*}
$$

and in particular, contribution of such $N_{R}$ to $P_{R}(m, \alpha)$ in (4.2) is less than $2 e^{-x^{2} / 128}$.

Now, assume

$$
\begin{equation*}
N / 2-x \sqrt{N} / 16<N_{R}<N / 2+x \sqrt{N} / 16 . \tag{4.16}
\end{equation*}
$$

Let us estimate in this case the sum $\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4} P_{2}\left(n ; m, N_{R}\right)$.
Recall that

$$
P_{2}\left(n ; m, N_{R}\right)=\binom{m}{n}\binom{N-m}{N_{R}-n}\binom{N}{N_{R}}^{-1}
$$

Using (4.16) it follows that when $|n-m / 2| \geq x \sqrt{N} / 4$, we have

$$
\begin{gather*}
\left|(N / 2-m / 2)-\left(N_{R}-n\right)\right|=\left|\left(N / 2-N_{R}\right)-(m / 2-n)\right| \\
\geq|(m / 2-n)|-\left|\left(N_{R}-N / 2\right)\right| \geq(1 / 4-1 / 16) x \sqrt{N} . \\
\left|(N / 2-m / 2)-\left(N_{R}-n\right)\right| \geq 3 x \sqrt{N} / 16 \tag{4.17}
\end{gather*}
$$

Using normal approximation to binomial distribution,

$$
\binom{k}{k / 2-l} \frac{1}{2^{k+1}}=\frac{e^{-2 l^{2} / k}}{\sqrt{2 \pi k}}+O\left(\frac{1}{k^{3 / 2}}\right)
$$

we get

$$
\begin{array}{r}
\binom{N-m}{N_{R}-n}\binom{N}{N_{R}}^{-1} \leq\binom{ N-m}{(N-m) / 2}\binom{N}{N / 2-x \sqrt{N} / 16}^{-1} \\
=\left(2^{N-m} / \sqrt{N-N_{R}}\right) /\left(2^{N}\left(e^{-x^{2} / 128} / \sqrt{N}\right)\right)\left(1+O\left(\frac{1}{N}\right)\right) \\
\\
=2^{-m}\left(e^{x^{2} / 128} \sqrt{\frac{N}{N-m}}\right)\left(1+O\left(\frac{1}{N}\right)\right)
\end{array}
$$

and

$$
\begin{aligned}
&\binom{m}{n}\binom{N}{N_{R}}^{-1} \leq\binom{ m}{m / 2}\binom{N}{N / 2-x \sqrt{N} / 16}^{-1} \\
&=\left(2^{m} / \sqrt{m}\right) /\left(2^{N}\left(e^{-x^{2} / 128} / \sqrt{N}\right)\right)\left(1+O\left(\frac{1}{N}\right)\right) \\
&=2^{m-N}\left(e^{x^{2} / 128} \sqrt{\frac{N}{m}}\right)\left(1+O\left(\frac{1}{N}\right)\right) .
\end{aligned}
$$

Note that, by Hoeffding's inequality, and using $m \leq N$,

$$
\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4}\binom{m}{n} \leq \sum_{n,|n-m / 2| \geq x \sqrt{m} / 4}\binom{m}{n} \leq 2 e^{-x^{2} / 8} 2^{m}
$$

and, using (4.17)

$$
\begin{gathered}
\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4}\binom{N-m}{N_{R}-n} \leq \sum_{n,\left|(N / 2-m / 2)-\left(N_{R}-n\right)\right| \geq 3 x \sqrt{N} / 16}\binom{N-m}{N_{R}-n} \\
\leq \sum_{n,\left|(N / 2-m / 2)-\left(N_{R}-n\right)\right| \geq 3 x \sqrt{N-m} / 16}\binom{N-m}{N_{R}-n} \leq 2 e^{-9 x^{2} / 128} 2^{N-m} .
\end{gathered}
$$

Now, either $m \leq N / 2$, when $N /(N-m) \leq 2$, in which case we use the first of each pair of the inequalities above, to get

$$
\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4} P_{2}\left(n ; m, N_{R}\right) \leq 2 \sqrt{2} e^{-15 x^{2} / 228}(1+O(1 / N))<2 \sqrt{2} e^{-x^{2} / 128}(1+O(1 / N)),
$$

or when $m>N / 2$, so $N / m \leq 2$, when we get from the second inequalities

$$
\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4} P_{2}\left(n ; m, N_{R}\right) \leq 2 \sqrt{2} e^{-8 x^{2} / 128}(1+O(1 / N))<2 \sqrt{2} e^{-x^{2} / 128}(1+O(1 / N))
$$

So, when (4.16) holds, we have

$$
\begin{equation*}
\sum_{n,|n-m / 2| \geq x \sqrt{N} / 4} P_{2}\left(n ; m, N_{R}\right)=O\left(e^{-x^{2} / 128}\right) . \tag{4.18}
\end{equation*}
$$

Now assume that that $m-2(1-\alpha) N>x \sqrt{N}$, or

$$
m>2(1-\alpha) N+x \sqrt{N} .
$$

Suppose that (4.16) holds and that

$$
\begin{equation*}
m / 2-x \sqrt{N} / 4<n<m / 2+x \sqrt{N} / 4 \tag{4.19}
\end{equation*}
$$

and also $n, m \leq N$. We have then

$$
\begin{equation*}
(1-\alpha) N+x \sqrt{N} / 4<n \tag{4.20}
\end{equation*}
$$

and from (4.16) it follows $n>N_{R}(1-\alpha)$. So we have that, in formula (4.5), $T=N_{R}(1-\alpha)$. However, we have then that

$$
\begin{equation*}
T<(1-\alpha) N / 2+x \sqrt{N}(1-\alpha) / 16<n / 2-x \sqrt{N} / 16 \leq n / 2-x \sqrt{n} / 16 \tag{4.21}
\end{equation*}
$$

So, by Hoeffding's inequality, we have that, in this case $P_{3}\left(n, \alpha ; N_{R}\right)<e^{-x^{2} / 128}$.
Now we can estimate $P_{R}(m, \alpha)$. The contribution to the sum when $\left|N_{R}-N / 2\right|>$ $x \sqrt{N} / 16$, is bounded by $2 e^{-x^{2} / 128}$ by (4.15). When (4.16) holds, using that $q\left(N_{R}\right)$ is probability distribution, we can estimate $P_{1}$. Again, we have two cases. In the first case, when $|n-m / 2| \geq x \sqrt{N} / 4$, we see that contribution of such $n$ to $P_{1}$ is $O\left(e^{-x^{2} / 128}\right)$ by (4.18). Finally, using that $P_{2}$ is a probability distribution in $n$ (probability that out of $N_{R}$ chosen elements out of $N$, specified $n$ chosen elements will be among the first $m$ ), when (4.19) holds, it is enough to bound $P_{3}$. But we have demonstrated that in that case $P_{3}\left(n, \alpha ; N_{R}\right)<e^{-x^{2} / 128}$. Thus,

$$
P_{R}(m, \alpha)<2 e^{-x^{2} / 128}+O\left(e^{-x^{2} / 128}\right)+e^{-x^{2} / 128}=O\left(e^{-x^{2} / 128}\right),
$$

and consequently,

$$
P_{c h}(m ; \alpha, N)<O\left(e^{-x^{2} / 128}\right) .
$$

The case $m<2(1-\alpha) N-x \sqrt{N}$ is analogous.
Namely, from

$$
N / 2-x \sqrt{N} / 16<N_{R}<N / 2+x \sqrt{N} / 16
$$

and

$$
m / 2-x \sqrt{N} / 4<n<m / 2+x \sqrt{N} / 4
$$

follows

$$
n<(1-\alpha) N-x \sqrt{N} / 4
$$

When in (4.5), $T=n, P_{3}=1$, otherwise $T=N_{R}(1-\alpha)$ and

$$
\begin{equation*}
T>(1-\alpha) N / 2-x \sqrt{N}(1-\alpha) / 16>n / 2+x \sqrt{N} / 16 \geq n / 2+x \sqrt{n} / 16 \tag{4.22}
\end{equation*}
$$

So, by Hoeffding's inequality, we have that $P_{3}\left(n, \alpha ; N_{R}\right)>1-e^{-x^{2} / 128}$.

Now we can estimate $P_{R}(m, \alpha)$. Recall that $P_{R}, P_{1}, P_{2}$ and $P_{3}$ take values between 0 and 1 , and that $P_{2}$ is probability distribution in $n$ and $q\left(N_{R}\right)=2^{-N}\binom{N}{N_{R}}$ is probability distribution in $N_{R}$. Note that from (4.15) follows

$$
\sum_{N_{R},\left|N_{R}-N / 2\right| \leq x \sqrt{N} / 16} 2^{-N}\binom{N}{N_{R}} \geq 1-2 e^{-x^{2} / 128}
$$

and that from (4.18) follows that, when $\left|N_{R}-N / 2\right| \leq x \sqrt{N} / 16$,

$$
\sum_{n,|n-m / 2| \leq x \sqrt{N} / 4} P_{2}\left(n ; m, N_{R}\right)=1-O\left(e^{-x^{2} / 128}\right) .
$$

Now summing just contributions from $N_{R}$ with $\left|N_{R}-N / 2\right| \leq x \sqrt{N} / 16$ to $P_{R}$, and from $n$ with $|n-m / 2| \leq x \sqrt{N} / 4$ to $P_{1}$, and using $P_{3}\left(n, \alpha ; N_{R}\right)>1-e^{-x^{2} / 128}$, we get

$$
\begin{gathered}
P_{R}(m, \alpha) \geq\left(1-2 e^{-x^{2} / 128}\right)\left(1-O\left(e^{-x^{2} / 128}\right)\right)\left(1-e^{-x^{2} / 128}\right), \\
P_{R}(m, \alpha)>1-2 e^{-x^{2} / 128}-O\left(e^{-x^{2} / 128}\right)-e^{-x^{2} / 128}, \\
P_{R}(m, \alpha)=1-O\left(e^{-x^{2} / 128}\right),
\end{gathered}
$$

and consequently, in the case $m<2(1-\alpha) N-x \sqrt{N}$, we also get

$$
P_{c h}(m ; \alpha, N)<O\left(e^{-x^{2} / 128}\right) .
$$

From Theorem 7 we get
Theorem 8. If the probability density $p(\alpha)<B$, then there is a constant $A$ such that $P_{c h}(m ; N) \leq A / \sqrt{N}$, where $P_{c h}(m ; N)=\int_{1 / 2}^{1} p(\alpha) P_{c h}(m, \alpha ; N) d \alpha$.
Proof. Note that $\alpha=1-m / 2 N+c / \sqrt{N}$ is relationship between $c$ and $\alpha$, then $d \alpha=d c / \sqrt{N}$ and hence assuming $p(\alpha)<B$, we get

$$
\begin{array}{r}
P_{c h}(m ; N)=\int_{1 / 2}^{1} p(\alpha) P_{c h}(m, \alpha ; N) d \alpha \leq \int_{1-m / 2 N-1 / \sqrt{N}}^{1-m / 2 N+1 / \sqrt{N}} B P_{c h}(m, \alpha ; N) d \alpha \\
+\int_{1}^{\infty} 2 B C e^{-c^{2} / 128} d c / \sqrt{N} \leq 2 B C / \sqrt{N}+2 B C / \sqrt{N} \int_{0}^{\infty} e^{-c^{2} / 128} d c \\
\leq 2 B C / \sqrt{N}(1+\sqrt{32 \pi}) .
\end{array}
$$

A consequence of this result is the following theorem.
Theorem 9. Functions $f_{N}:[0,1] \rightarrow \mathbb{R}$,

$$
f_{N}(x)=P_{c h}([x N], N) \sqrt{N},
$$

where $P_{c h}(m, N)=\int p(\alpha) P_{c h}(m ; \alpha, N) d \alpha$ is described in the previous chapter ( $N$ is number of qubits, not explicitly used as parameter in notation from [39]), and $[x N]$ is closest integer to $x N$, are uniformly bounded .

A more precise computation shows that, in fact, sequence $\left\{f_{N}\right\}$ converges to a bounded limit function $f:[0,1] \rightarrow \mathbb{R}$. Note that in the above argument, key point was that $p(\alpha)$ was indeed a bounded function.
Note that, as a consequence of this result, we get that maximum over all $m$ of $P_{c h}(m)$ goes to zero as $\frac{1}{\sqrt{N}}$, as was noticed in numerical simulations in [39] and conjectured in that paper.

Finally, note that for Paunković-Bouda-Mateus protocol, we have only considered cheating strategies that measured either accept or reject basis, and did not allow for some other observables. However, the same result holds if we use any entangled basis instead, which was noted in the Paunković-Bouda-Mateus paper, using security of BB84 protocol.
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[^0]:    ${ }^{1}$ a normed space is a Banach space if every Cauchy sequence in normed space converges

[^1]:    ${ }^{2}$ Cauchy-Schwartz inequality states that $|\langle x \mid y\rangle|^{2} \leq|x|^{2}|y|^{2}$.

[^2]:    ${ }^{3}$ mixed state is a so called statical ensemble $\left\{\left(\left|\psi_{1}\right\rangle, p_{1}\right),\left(\left|\psi_{2}\right\rangle, p_{2}\right), \ldots,\left(\left|\psi_{n}\right\rangle, p_{n}\right)\right\}$

[^3]:    ${ }^{4}$ our names of observables here used correspond to cryptography protocol we will discuss in the last chapter.

[^4]:    ${ }^{1}$ There are seven basic classical logic gates: AND, NOT, OR, XOR, NAND, NOR, and XNOR.

